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Abstract:
Abstract:
The present study aims to assess the new method presented for credit scoring and
bank loan parameters optimization by simulation-optimization approach. The
proposed method contains stages including data preparation, credit scoring, and
simulation optimization. During the first stage, the data related to bank loans and
financial statements of companies are collected and the required features are cal-
culated. The critical features are selected by the minimum redundancy maximum
relevance (MRMR) algorithm. Then, the classification methods including logis-
tic regression (LR), K-nearest neighbor (KNN), artificial neural network (ANN),
adaptive boosting (AdaBoost), and random forest (RF) are utilized to solve the
credit scoring problem. The performance of these models is evaluated by criteria
such as accuracy, F1-score, and area under curve (AUC), and the best model is
selected for the next stage. During the simulation-optimization, the optimal fea-
tures of the loan granted to clients are considered to minimize the default rate
of the loan. To this aim, the loan size, interest rate, and repayment period are
regarded as variables of the optimization problem. The optimization problem is
solved by the memetic algorithm (MA) in four cases. A pre-trained credit scoring
model is applied in the MA to estimate the probability of client default. A case
study was conducted on the data related to 1000 legal clients of a commercial bank
in Iran. Eleven features were selected to be employed in the credit scoring among
the 30 defined. The RF method performed best among the credit scoring models.
The simulation-optimization approach reduced the default rate from 38% to 20%
by decreasing the loan size and interest rate, as well as increasing its age. The
results indicated the efficiency of the proposed method in reducing the credit risk
of banks.
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1 Introduction

An effective banking system is among the necessary instruments for the economic

growth of any country [42]. Granting loans is among the main and most critical

types of banking activities [11]. Providing loans brings credit risk, despite its ben-

efits including helping economic growth. Credit risk means the possibility of the

borrower not repaying the principal and sub-loan due to his/her lack of financial

ability or unwillingness [3, 27]. Loan repayment risk challenges the performance of

banks and financial and credit institutions in any country [9]. Credit risk, which

cannot be completely avoided, should be managed properly. Banks use different

methods to include risk in their lending process. Credit risk measurement is consid-

ered the most appropriate approach in this regard, and credit scoring (credit rating

or evaluation) is regarded as the most widely used method [3, 9]. Credit scoring is

defined as identifying bank clients based on predefined criteria to grant credit [45].

Today, client rating and credit scoring play a vital role in managing and reducing

credit risk.

The credit evaluation methods are designed and developed to predict the prob-

ability of default, i.e. failure to repay loan installments on time by borrowers [3].

The credit evaluation aims to compare the client’s features when applying for a loan

with those who have already taken a loan [47]. Historically, two approaches have

been considered in credit evaluation including the judgmental and credit scoring

models approach [1]. In the judgmental approach, loan requests are reviewed and

decided upon by a credit analyst expert based on criteria such as 5C [21]. The

judgmental approach is faced with major obstacles, the most significant of which

include the heterogeneity of decisions due to the influence of the mental attitudes

of the decision-makers, the presence of inadvertent errors, and the time-consuming

evaluation process. Credit scoring models were proposed to eliminate the above-

mentioned obstacles [1, 13]. Applying for a loan is considered an automatic and

fast process in credit scoring models which benefit from a database related to their

clients. The required data are collected for a new loan request and the client is

placed in one of the two categories of good or bad by implementing credit scoring

models. In credit scoring models, decisions are homogeneous in similar cases due

to the lack of individual judgments [1, 3].

From a computational perspective, credit scoring models utilize classification

methods to predict client labels (good/bad). The credit scoring models have un-

dergone many changes during the last three decades. Initially, statistical learning

methods, especially linear discriminant analysis (LDA) and logistic regression (LR)

became common in credit scoring. These methods were relatively efficient while be-

ing simple and their high interpretability increased the tendency for their use [13,28].

The development of computer computing instruments during the 1990s, which was

accompanied by influential factors such as the Basel Accords and the global finan-

cial crisis, increased the researchers’ tendency towards credit scoring [28]. Gradu-
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ally, other types of credit scoring models known as machine learning (ML) methods

emerged such as Decision Tree (DT), artificial neural networks (ANN), and support

vector machines (SVM) [13,21].

The aforementioned developments increased the number of published studies

in the field of credit scoring exponentially during the last three decades. The

credit scoring models have always been evolving during the last few years. More

complex models such as hybrid, ensemble, and deep learning are among the latest

instruments proposed by researchers during the last decade. Ensemble learning

methods such as random forest (RF), extreme gradient boosting (XGBoost), and

adaptive boosting (AdaBoost) have recently met with great success [13,28]. Table

1 indicates the most significant credit scoring methods applied in the studies during

recent years.

As shown, a wide range of methods are used for credit scoring of real and legal

clients. A set of features is utilized in each of these methods to model the clients and

predict their credit status. For real clients, personal information (age, gender, and

marital status), along with financial ones (housing status, account average, and in-

come) are applied for credit scoring objectives. For legal clients, the characteristics

of the company (history, field of activity, and ownership status of the place), along

with the features extracted from financial statements (especially financial ratios)

are considered. The specification of the granted loan is regarded as another part

of the features applied to real and legal clients in addition to the above-mentioned

ones. The loan size, interest rate, and repayment period are among the most critical

and most used features evaluated in several studies (e.g., [33]; [6]; [19]). Employing

the loan features, along with those related to real or legal clients plays an effective

role in identifying good/bad clients.

Most of the features used in the credit scoring models are among the input

parameters of the problem, which cannot be altered by the bank. For example, all

of the features related to a real (age, gender, job, and income) or legal client (field of

activity, property status, and financial statements of the company) are determined

during applying for a loan, and cannot be altered by the bank. Thus, the bank can

only use these features in the credit scoring model to determine the client’s credit

to decide on granting a loan. However, a small part of the features applied in credit

scoring models are considered as variable from the viewpoint of the bank, which

can be altered and adjusted. These features, which are employed for real and legal

clients, include the loan size, interest rate, and age.

The aforementioned features cannot be hypothesized as fixed in the client credit

scoring process, considering that banks can alter the features of loans granted to

clients in a certain domain. The loan features should be hypothesized as variable

and altered when they affect the probability of client default. Based on the lit-

erature review, such a perspective has not been used before in the field of credit

scoring. The loan features were considered as variable only in studies in the field

of loan optimization (loan portfolio optimization) (e.g., [29]; [30]). However, the
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Table 1: Credit scoring methods employed in the studies during recent years

Logistic regres-
sion (LR)

Nehrebecka (2018), Delihodi et al. (2018), Munkhdalai et al. (2019), Nalic
& Martinovic (2020), Boughaci et al. (2020), Biecek et al. (2021), Laborda
& Ryoo (2021), Hussin Adam Khatir & Bee (2022), Lenka et al. (2022),
Sum et al. (2022), Runchi et al. (2023), Aljadani et al. (2023), Qadi et el.
(2023), Clark et al. (2025), Alamsyah et al. (2025), Nguyen et al. (2025)

Näıve Bayes
(NB)

Nalic & Martinovic (2020), Boughaci et al. (2020), Tripathi et al. (2021),
Hussin Adam Khatir & Bee (2022), Lenka et al. (2022), Runchi et al.
(2023)

K-nearest neigh-
bors (KNN)

Boughaci et al. (2020), Ampountolas et al. (2021), Laborda & Ryoo
(2021), Tripathi et al. (2021), Hussin Adam Khatir & Bee (2022), Lenka
et al. (2022), Runchi et al. (2023), Aljadani et al. (2023)

Decision tree
(DT)

Delihodi et al. (2018), Nalic & Martinovic (2020), Ampountolas et al.
(2021), Tripathi et al. (2021), Hussin Adam Khatir & Bee (2022), Lenka
et al. (2022), Runchi et al. (2023), Aljadani et al. (2023), Nguyen et al.
(2025)

Artificial neural
network (ANN)

Delihodi et al. (2018), Munkhdalai et al. (2019), Boughaci et al. (2020),
Ampountolas et al. (2021), Tripathi et al. (2021), Hussin Adam Khatir
& Bee (2022), Sum et al. (2022), Aljadani et al. (2023), Idbenjra et al.
(2024)

Support vector
machine (SVM)

Nehrebecka (2018), Munkhdalai et al. (2019), Nalic & Martinovic (2020),
Boughaci et al. (2020), Boughaci et al. (2020), Laborda & Ryoo (2021),
Tripathi et al. (2021), Lenka et al. (2022), Sum et al. (2022), Zhou (2022),
Runchi et al. (2023), Rofik et al. (2024), Idbenjra et al. (2024), Clark et
al. (2025), Alamsyah et al. (2025)

Random forest
(RF)

Munkhdalai et al. (2019), Ampountolas et al. (2021), Biecek et al. (2021),
Laborda & Ryoo (2021), Tripathi et al. (2021), Hussin Adam Khatir & Bee
(2022), Lenka et al. (2022), Runchi et al. (2023), Aljadani et al. (2023),
Qadi et el. (2023), Rofik et al. (2024), Idbenjra et al. (2024), Clark et al.
(2025), Nguyen et al. (2025), Antar & Tayachi (2025)

Adaptive boost-
ing (AdaBoost)

Boughaci et al. (2020), Ampountolas et al. (2021), Runchi et al. (2023),
Aljadani et al. (2023), Qadi et el. (2023), Alamsyah et al. (2025), Nguyen
et al. (2025)

Extreme gradi-
ent boosting

Munkhdalai et al. (2019), Ampountolas et al. (2021), Biecek et al. (2021),
Lenka et al. (2022), Runchi et al. (2023), Aljadani et al. (2023), Qadi et
el. (2023), Rofik et al. (2024), Idbenjra et al. (2024), Clark et al. (2025),
Nguyen et al. (2025), Lakra et al. (2025), Antar & Tayachi (2025)

Bagging Delihodi et al. (2018), Boughaci et al. (2020), Idbenjra et al. (2024)

Deep learning Munkhdalai et al. (2019), Talaat et al. (2024), Xiao et al. (2024), Shi et
al. (2025)

client’s credit status is regarded as fixed in loan optimization problems although

the loan features are considered as a part of the problem variables. Therefore, the

effect of the loan features on reducing or increasing the probability of client default

is not regarded in the loan optimization problem.

Based on the above-mentioned explanations, a critical issue such as the effect of

altering the loan features on the probability of default among the clients applying

for a loan appears to be neglected. The emergence and expansion of credit scoring



Paper 6: Client Credit Scoring and Loan Parameter Optimization 111

models in response to the increase in the credit risk of banks and the losses imposed

stem from the default in repayment of client installments. New solutions should

be provided to improve the modeling of the credit scoring problem, considering its

significance in the credit risk management of banks and financial institutions. The

present study seeks to reduce the probability of client default and credit risk of

banks by hypothesizing the features of loans granted to clients in the credit scoring

problem as a variable.

This study aims to design a simulation-optimization model for client credit scor-

ing and loan parameters optimization. To this aim, the classification methods are

utilized for credit scoring of clients. Then, the effect of altering the loan features on

the probability of client default is examined by applying the simulation viewpoint.

In the next step, a memetic optimization algorithm is employed to find the optimal

value of client loan features. Finally, a case study is conducted on the collected

information related to legal clients in an Iranian commercial bank. Section 2 in-

vestigates the method. Section 3 analyzes the results. Finally, the discussion and

conclusions are presented.

2 Method

Fig. 1 shows the framework related to the proposed method to design the simulation-

optimization model for client credit scoring with the memetic approach in the form

of a flowchart. As illustrated, the method includes three main processes including

data preparation, credit scoring, and simulation optimization, which are explained

as follows.

2.1 Data Preparation

The data collected to evaluate the proposed method include those related to 1000

legal clients of a commercial bank in Iran who obtained loans during 2017-21. For

these 1000 companies, financial statement data were collected in addition to the

achieved loan one. Bank loan data include the principal amount of the contract

(loan size), interest rate, and repayment period, as well as installment repayment

status (default or non-default). Financial statement data include balance sheets,

as well as profit and loss statements of companies during 2021.

Definition and calculation of features

The features were defined and calculated for use in the credit scoring models based

on the collected data. The data label (default status) was defined as binary (ze-

ro/one) for each company. The loan is in default and the data label equals one

when the repayment of the installments is overdue for more than three months (90

days) [34]. Based on the data, 415 companies (41.5%) defaulted out of 1000 ones.

According to [6], the logarithm of the principal amount of the contract (logarithm
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Figure 1: Framework of the proposed method

in base 10) was calculated and used instead of its principal amount. In addition, the

annual interest of the loan (in percentage) and its repayment period (in years) were

considered for use in credit scoring models. Therefore, three features are considered

among the bank loan data.

The data in the financial statements are regarded as valuable due to their vital

role in evaluating the overall situation of a company and its strengths and weak-

nesses. Financial ratios [17] are usually utilized to compare the status of companies
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with each other. Based on available data, 27 financial ratios including liquidity, ac-

tivity (efficiency), leveraging (debt), and profitability ratios were calculated.

Data pre-processing

The data were pre-processed as follows before applying the features in the credit

scoring models to ensure their accuracy and quality.

• Replacement of missing data: Similar to some studies (e.g., [50]; [25]), the

mean imputation method is employed to replace missing data, the number of

which is about 2% of the total.

• Outlier detection and treatment: Similar to some studies (e.g., [2]; [14]), the

interquartile range method is used to detect and treat the outlier data, the

number of which is about 3% of the total ones.

• Data normalization: The data are normalized (scaling) to eliminate the neg-

ative effects created by the difference in the range of changes in various fea-

tures. To this aim, the minimum-maximum normalization method is utilized

to map the data to the range [0-1] similar to the method applied in some

studies (e.g., [50]; [15]).

2.2 Credit scoring models

Feature selection

The data related to 30 features (3 features of bank loan and 27 financial ratios),

as independent variables of the problem, were prepared for use in credit scoring

models. The data label (default status) is considered the dependent variable, the

value of which should be predicted by the classification methods. The large number

of features employed in classification models sometimes reduces the efficiency and

increases the calculation time. Therefore, a subset of features with a higher ability

to estimate the probability of client default should be selected by feature selection

methods. The minimum redundancy maximum relevance (MRMR) algorithm [49]

is used to select features from among 27 financial ratios. In the MRMR method, a

score is calculated for each feature, representing the significance of the intended one.

The features are scored in such a method that the least redundancy is achieved, as

well as reducing the negative effect deriving from their correlation. Features with a

score higher than 0.01 are selected for use in credit scoring models. The loan size,

interest rate, and repayment period are included in the credit scoring models due

to their role in the simulation optimization model.

Classification methods

Here, five different classification methods are utilized for credit scoring of clients

(categorizing the clients into good and bad ones). Each of these methods is briefly
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reviewed as follows.

LR: LR is regarded as a special case of the generalized linear model (GLM),

the general principles of which are the same as linear regression. However, the

dependent variable is considered binary (zero/one) in LR. The dependent variable

equals one when a client is in default. Otherwise, the variable equals zero. In LR,

the logit function is applied to express the relationship between the independent

(features: X) and dependent variable (data labels: Y). The probability of placing

data in class one (default) is calculated as follows [23].

Pr (Y = 1|X) = p =
eβ0+β1X1+...+βmXm

1 + eβ0+β1X1+...+βmXm
(1)

where (X) indicates the probability of default for a particular client, which takes

a value between zero and one. A threshold is employed to classify the clients into

good and bad, which equals 0.5 by default. The maximum likelihood method is

used to train the regression model to find the feature coefficients ( values) [23,26].

K-nearest neighbor: Based on the K-nearest neighbor (KNN) method, similar

inputs lead to similar outputs. In other words, it is hypothesized that the output

(good or bad state) of two data points simulates each other when their features are

regarded as similar. In addition, the distance between a new point (X) and all of

those in the dataset is calculated based on its feature vector. Then, K numbers of

data, which show the smallest distance to the new point, are selected as the nearest

neighbors. Finally, the conditional probability of each of the two classes (good/bad)

is calculated by averaging its value in the neighboring data [19,23].

ANN: ANNs, which are inspired by the functioning of the neural network in the

human brain, show high flexibility in solving classification problems. Multi-layer

perceptron (MLP), which contains input, hidden, and output layers in minimal

mode, is among the most widely used types of these networks. A neuron is consid-

ered for each of the inputs (features) in the input layer. In addition, the output

layer, which determines the data label, includes a single neuron. Mathematical

communication between neurons in different layers is established through weights.

By training the neural network, the weights of the connections between layers are

determined to minimize the classification error and create an efficient mapping

between the feature vector and data label [19,21].

AdaBoost: AdaBoost is among the ensemble learning methods in which a set of

weak learners are trained and their output is aggregated by the weighted average

approach and forms the final answer. Weak learners are considered simple models

such as LDA or DT. Including the errors of the previous learners in training the

next one is regarded as the advantage of the AdaBoost method over other types of

boosting methods. To this aim, more weight is assigned to those data that were

incorrectly classified by the previous learner. Thus, the set of learners is trained

during a step-by-step process to minimize the final output error [10,21].

RF: The RF, which is among the ensemble learning methods, includes a set of



Paper 6: Client Credit Scoring and Loan Parameter Optimization 115

DTs aggregated together to form the final answer. The trees utilized in an RF differ

from each other. Each tree is assigned a random subset of the feature set to avoid

over-focusing on some features. In addition, the data applied to train the trees

differ from each other. Resampling methods such as bootstrapping are employed

to randomly assign data to trees. Each tree is trained differently and generates

various answers due to such differences. The answers generated by the trees are

aggregated together by methods such as majority voting [19,23].

Evaluation criteria

To evaluate the performance of credit scoring models, the dataset is randomly

divided into two parts including training (70%) and test data (30%). The perfor-

mance of models is studied on the test data after training with the training data.

The results related to each model are discussed by calculating the confusion matrix,

in which all of the data label (class) prediction cases including true positive (TP),

false positive (FP), true negative (TN), and false negative (FN) are considered. The

client label with default (bad) and without default (good) is regarded as positive

and negative, respectively, because the credit scoring model seeks to find default.

Based on the confusion matrix values, the following indices are calculated and used

during analyzing the credit scoring models [13, 19]: Precision, Recall, F1-Score,

Accuracy, and Area Under Curve (AUC).

2.3 Simulation-optimization model

The best model is selected based on the proposed criteria after checking the results

of the credit scoring models. Then, the selected model is utilized in the simulation

optimization process. The optimization problem is solved by the memetic algorithm

(MA), which is analyzed here briefly. Finally, the method of applying the MA and

credit scoring model in the simulation-optimization approach is explained.

MA

Genetic algorithm (GA) proposed by [18] is among the most well-known meta-

heuristic optimization methods, the basic principles of which are based on natural

selection in the evolution of living organisms. Classical GA performs relatively

poorly in a large number of real-world optimization problems, despite being inno-

vative and imposing significant effects on optimization studies. To eliminate these

obstacles, different improved versions of the GA were presented, which are gener-

ally called evolutionary algorithms [41]. The MA is considered the most successful

improved version of the GA.

The idea of MA originates from the concept of memes, which can adapt based

on the environment, unlike genes. [31] employed the meme idea for the first time

and proposed the MA as an algorithm similar to genetics, yet with the possibility

of individual learning to obtain local improvements. The local search operator is
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used, along with the common genetic ones in the MA, resulting in increasing its

efficiency and reducing the probability of premature convergence [22,35].

Implementing simulation-optimization approach

The simulation-optimization approach aims to find the optimal values for the fea-

tures of the loan granted to clients to minimize the bank credit risk by reducing

their default rate. The components of this approach are as follows.

• Optimization: The optimal value for the features of the loans granted to

clients can be achieved to reduce the probability of client default, considering

their effect in this regard. To this aim, the main features of the loan including

the size, interest rate, and repayment period are regarded as decision variables

of the optimization problem. Minimizing the number of loan defaults is con-

sidered the objective function of the optimization problem. The optimization

problem is solved by the MA.

• Simulation: It is not possible to alter the features of the loan granted to a

client and observe his/her default status during the coming years in the real

world. Therefore, the simulation approach should be utilized to estimate the

probability of client default in the real world due to this logical limitation.

This simulation is performed by calling the pre-trained credit scoring model.

In other words, the features of each client including the altered features of

his/her loan are given to the credit scoring model after any alteration, and a

new estimate of his/her default status is achieved.

The variables related to the optimization problem are defined as follows.

• Loan size: The loan size (principal amount of the loan), which is considered

a continuous variable, is represented logarithmically like the credit scoring

model. Based on the data collected by the companies, the minimum and

maximum loan amounts are regarded to be 9 and 13, respectively. The loan

size can include any of the numbers between the aforementioned amounts.

• Interest rate: The interest rate (loan interest rate), which is considered as a

discrete variable, is either 4 or 18% based on the type of loan and instructions

of the bank.

• Loan age: The loan age (loan repayment time), which is regarded as a discrete

variable, is one of 1, 2, 3, 5, or 10 years based on the type of loan and

instructions of the bank.

The simulation-optimization model is implemented only on the test data (includ-

ing 300 clients), considering that the credit scoring models were previously trained

by the training data. Problem variables are represented in chromosomes as fol-

lows. Each chromosome contains 300 parts, each of which corresponds to one of
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the clients. Index i indicates the counter of clients, while n represents the total

number of clients. There are three genes in each part, which are equivalent to three

variables for that client. Thus, the chromosome has a total of 900 genes:

[LS1, IR1, LA1, . . . , LSi, IRi, LAi, . . . , LSn, IRn, LAn] (2)

where LSi gene indicates the loan size of client number i, while IRi and LAi

represent the interest rate and loan age for client number i, respectively. For in-

stance, the section [10,4,5] for a client shows a loan with a logarithmic size of 10

(10 billion Rials), an interest rate of 4%, and a repayment period of 5 years.

The crossover operator is implemented as a single-point combination in the MA.

To this aim, one of the genes in the chromosome is randomly selected and the values

of two chromosomes are combined to generate new answers. The roulette wheel

selection method is applied to select chromosomes for crossover operation. The mu-

tation operation is performed as a single point in the mutation operator. To this

aim, one of the genes in the chromosome is randomly selected and its value is al-

tered randomly. The same rules governing the mutation operator are implemented

in the local search operator. However, the fitness function is compared with the

previous answer after each generation of a new answer. In addition, the generation

of new answers continues until a better one or stopping criterion (maximum allowed

iteration) is obtained when no improvement is achieved. Minimizing the number

of defaults in clients’ loans, which is performed by calling the pre-trained credit

scoring model and estimating their default status, is considered the fitness function

(objective function of the problem). The model with the best performance is uti-

lized for simulation, considering that five different credit scoring models are used

here. Fig. 2 demonstrates the simulation-optimization approach to summarize the

presented explanations.

To assess the impact of loan features on the client default status and bank credit

risk, the simulation-optimization approach is implemented in four different cases

and the results are compared with each other.

• First case: The loan age and interest rate are considered as fixed and the

loan size is regarded as the only problem variable.

• Second case: The loan size and age are considered as fixed and the interest

rate is regarded as the only problem variable.

• Third case: The loan size and interest rate are considered fixed and the loan

age is regarded as the only problem variable.

• Fourth case: The loan size, age, and interest rate are among the problem

variables.
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Figure 2: Implementing the simulation-optimization approach

3 Results

A case study was conducted on the collected data related to 1000 legal clients in

an Iranian commercial bank. To this aim, the data on bank loans and financial

statements were collected and evaluated. Finally, 30 features were considered for

use in the credit scoring models after their definition and calculation, as well as data

pre-processing. The data label (default status) was defined as zero (no default) and

one (default).

Five different classification models were utilized for the credit scoring of clients.

The models were implemented by applying statistics and ML toolbox in MATLAB

software. The dataset was divided into 700 training (70%) and 300 test data (30%)

by implementing the random allocation process. The number of neighbors equaled 9



Paper 6: Client Credit Scoring and Loan Parameter Optimization 119

and Euclidean distance was considered as the distance criterion in the KNN method.

A multi-layer perceptron network with three hidden layers containing 30, 15, and

10 neurons was employed in the ANN method. Network training was performed

by the Levenberg-Marquardt (LM) error backpropagation algorithm. The DT was

used as a weak learner in the AB method. In addition, the number of training

sessions was 35 and the learning rate was 0.25. In the RF method, the maximal

number of decision splits, minimum number of observations per leaf, and number of

training sessions were set to 10, 7, and 30, respectively. In the MA, the number of

chromosomes and the maximal number of iterations in the algorithm were 20 and

150, respectively. In addition, the percentage of crossover and mutation operation

equaled 80 and 20%, respectively. Further, the maximum number of attempts in

local search equaled 30. All of the stages in data preparation, credit scoring, and

simulation optimization were implemented in MATLAB software (version 2020b).

3.1 Feature selection

The MRMR algorithm was utilized to select features from among 27 financial ratios.

Based on the results, the following features, which benefited from a score higher

than 0.01, were selected.

• Cash ratio

• Inventory turnover period

• Inventory to working capital ratio

• Debt ratio

• Long-term debt-to-equity ratio

• Equity to total debts ratio

• Equity to fixed assets ratio

• Debt coverage ratio

The cash ratio is regarded as a part of liquidity ratios, while the inventory

turnover period and inventory to working capital ratio are considered as a part of

activity (efficiency) ratios. Other selected financial ratios are regarded as leveraging

(debt) ones. The above-mentioned financial ratios, along with loan features (size,

age, and interest rate) (N=11) are selected to be applied in the credit scoring model.

3.2 Credit scoring models

Models on training data

Fig. 3 displays the ROC curve for the training data, along with the AUC value

for each of the credit scoring models. In these curves, the vertical and horizontal
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axes represent the TPR and FPR, respectively. The AUC being higher than the

threshold value of 0.50, which indicates that TPR is higher than FPR, is among the

main criteria for examining the performance of classification models. As shown, all

of the credit scoring models perform appropriately in terms of AUC and its values

for all of the models are higher than 0.60.

Figure 3: ROC curve for each credit scoring model (training data)

Table 2 represents the evaluation criteria of credit scoring models in training

data. The best performance is bold for each criterion. As presented, the AB

and ANN methods perform best in terms of precision and recall, respectively. By

combining these criteria, the F1-score was calculated, the value of which was higher

than 0.50 for all of the methods except LR. ANN method with a value of 0.6208

performed best in terms of F1-score. The accuracy in all of the models was around

0.60 or higher, and the best performance was related to the AB method with an

accuracy of 0.7200. In addition, the AUC for all of the models was higher than

0.60, and the AB method performed best with a value of 0.8143, indicating that

all of the models exhibited an acceptable performance in terms of the presented

criteria without facing underfitting problem (poor fit of the model).

Models on test data

Fig. 4 illustrates the ROC curve for the test data for each of the credit scoring

models. As demonstrated, the AUC value is higher than 0.55 in all of the credit

scoring models. In addition, the models LR, AB, and RF perform best.

Table 3 indicates the results obtained for the evaluation criteria of the credit
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Table 2: Evaluation criteria related to credit scoring models (training data)

Credit Scoring Model Precision Recall F1-Score Accuracy AUC

Logistic Regression (LR) 0.5213 0.3256 0.4008 0.5814 0.6214

K-Nearest Neighbors (KNN) 0.5939 0.5150 0.5516 0.6400 0.6926

Artificial Neural Network (ANN) 0.6617 0.5847 0.6208 0.6929 0.7453

Adaptive Boosting (AB) 0.7512 0.5216 0.6157 0.7200 0.8143

Random Forest (RF) 0.7401 0.4352 0.5481 0.6914 0.7762

Figure 4: ROC curve for each credit scoring model (test data)

scoring models in the test data. As shown, the best performance in each criterion

is bold. In addition, RF and ANN methods perform best in terms of precision and

recall. The combination of these indices in the F1-score represents that the RF

method performed best with a value of 0.4607. Further, the best performance was

related to the RF method with accuracy and AUC of 0.6800 and 0.6455, respectively,

despite the appropriate performance of the LR and AB methods.

Table 3: Evaluation criteria of credit scoring models (test data)

Credit Scoring Model Precision Recall F1-Score Accuracy AUC

Logistic Regression (LR) 0.4634 0.3333 0.3878 0.6000 0.6217

K-Nearest Neighbors (KNN) 0.4220 0.4035 0.4126 0.5633 0.5522

Artificial Neural Network (ANN) 0.4808 0.4386 0.4587 0.6067 0.5548

Adaptive Boosting (AB) 0.5541 0.3596 0.4362 0.6467 0.6159

Random Forest (RF) 0.6406 0.3596 0.4607 0.6800 0.6455

The results represented the acceptable performance of credit scoring models
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employed here. As displayed, the average F1-score, accuracy, and AUC are 0.43,

0.62, and 0.59, respectively. Based on the F1-score, accuracy, and AUC, the RF

method exhibited the best performance among the models used in the test data.

Therefore, the trained RF model was utilized to play the role of simulation in the

simulation-optimization approach.

3.3 Simulation-optimization model

The simulation-optimization approach aimed to reduce the probability of client

default and bank credit risk by altering the loan features including size, age, and

interest rate. The RF model, which exhibited the best performance among the

employed credit scoring models, was used to simulate the impact of changes in loan

features on the probability of client default. Minimizing the number of defaulted

clients was considered the objective function of the optimization problem. 114

clients (38%) defaulted in the test data related to 300 clients. The simulation-

optimization approach was implemented in four different cases and its results were

compared with each other to investigate the impact of each of the loan features on

the clients’ default status.

Fig. 5 shows the convergence curve related to the MA in different optimiza-

tion cases. As illustrated, the vertical and horizontal axes represent the objective

function of the problem (the number of loan defaults) and iterations of the MA,

respectively. The value of the objective function initially equaled 114 in all of the

optimization cases. However, the value was gradually reduced by the MA and con-

verged to an optimal one. The convergence of the algorithm for cases 1, 2, 3, and 4

occurred in iteration numbers 71, 27, 32, and 72, respectively. The time to solve the

optimization problem in each case was about 30 minutes. The best performance

belonged to case 4 of the simulation, in which all of the loan features including its

size, age, and interest rate were considered as variables.

Table 4 represents the results related to different optimization and pre-optimization

cases to check the effect of optimization implementation. The number and percent-

age of client defaults, along with the average values of the problem variables includ-

ing loan size, age, and interest rate are demonstrated for each of the optimization

cases.

The loan size was regarded as the optimization problem variable in the first opti-

mization case. As presented, the changes in the client loan size reduce the number

of default cases from 114 (38%) to 82 (27.33%), indicating a 10.67% decrease in

the default rate compared to the pre-optimization case. In this case, the average

logarithm of the client loan size reduces from 10.28 (more than 10 billion Rials) to

9.86 (less than 10 billion Rials), representing a decrease in the principal amount of

the loan. The interest rate (loan interest) was considered as the problem variable in

the second optimization case. The changes in the interest rate of clients reduced the

number of default cases from 114 (38%) to 88 cases (29.33%), indicating a decrease

of 8.67%. In this case, the average interest rate of client loans went from 15.53 to
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Figure 5: Convergence curve related to the MA in different optimization cases

Table 4: Different Optimization Cases by the MA

Case No. of Default Avg. Loan Avg. Int. Avg. Loan

Defaults Rate (%) Size (Log) Rate (%) Age (yr)

Case 0

(Before Opt.) 114 38.00% 10.28 15.53 3.12

Case 1

(Loan Size) 82 27.33% 9.86 15.53 3.12

Case 2

(Int. Rate) 88 29.33% 10.28 10.21 3.12

Case 3

(Loan Age) 100 33.33% 10.28 15.53 4.06

Case 4

(All Vars.) 60 20.00% 9.98 10.16 4.25

10.21%, indicating a decrease in the interest rate. The loan age was regarded as

the problem variable in the third optimization case. The changes in the loan age

reduced the number of default cases from 114 (38%) to 100 cases (33.33%), repre-

senting a 4.67% reduction. In this case, the average loan age of clients increased

from 3.12 to 4.06 years.

All of the loan features including size, age, and interest rate, were considered as

problem variables in the fourth optimization case. The changes in the loan features

reduced the number of default cases from 114 (38%) to 60 cases (20%), representing
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an 18% reduction in the default rate compared to the pre-optimization case. In this

case, the average loan size and interest rate decreased and its average age increased

compared to the pre-optimization case. As displayed in Fig. 6, the client default

rate in all of the optimization cases decreases significantly compared to the pre-

optimization case. The fourth case, in which all of the loan features including size,

age, and interest rate were regarded as a variable, led to the largest reduction in

the default rate. In addition, the first and third cases led to the highest and lowest

reduction in the default rate, respectively. Thus, the loan size and age represented

the greatest and least impact on the default rate, respectively, and the interest rate

was between the two.

Figure 6: Default percentage in different optimization cases

4 Discussion and conclusion

The simulation-optimization model was designed for credit scoring and determining

the loan features optimization, and a case study was conducted on the client firms

of a commercial bank. To this aim, the required data were prepared. Based on

the data related to financial statements and bank loans, 30 features were defined

and calculated, as well as data pre-processing. Then, 11 features were selected for

use in credit scoring utilizing the MRMR algorithm. In the next step, five different

credit scoring models were trained and the best model was selected based on the

performance of the test data. In the next procedure, the optimal features of loans

granted to clients were determined by the MA in four different cases applying the

best credit scoring model in the simulation-optimization process.
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The features employed in the credit scoring models were defined and calculated

based on the data collected from legal clients of a commercial bank in Iran. Ul-

timately, eight financial ratios among the 27 calculated ones including liquidity,

activity (efficiency), and leveraging (debt) ratios affected the response variable (de-

fault status) significantly. Some financial ratios including market ones could not be

calculated due to the lack of access to some data. However, the data used here were

collected with difficulty in terms of sample size and type of information due to the

problems related to accessing bank loan data and financial statements of companies

corresponding to the loan. Future studies should test the simulation-optimization

approach with more data by increasing the sample size and collected data.

Here, five different classification models were utilized for the credit scoring of

clients. LR and KNN are considered classic ML methods, which play the role of the

basic model. AB and RF, which are observed in the category of ensemble learning

models, are among the latest widely used methods in solving the credit scoring

problem. In addition, the ANN method is placed between classic and advanced

models. Studying the evaluation criteria related to the models indicated that all

of the models performed with the required minimums. The models on test data

represented that the RF method performed best in terms of F1-score, accuracy, and

AUC. Therefore, the RF was selected as the best method, which is in line with the

effective role of ensemble learning methods in recent studies in the field of credit

scoring [13,28].

Proposing and implementing the simulation-optimization approach are regarded

as the main innovation of this study. The features of the loans granted to the

clients were considered as variables after training the models. Thus, it was hypoth-

esized that banks can alter the features of the loans granted to their clients within

a certain range. The idea of simulation was applied to review the impact of loan

features on the probability of client default. All of the features of the clients except

for those of the loans are fixed during the simulation, resulting in determining the

effect of changes in the loan features on the probability of client default. During

the simulation-optimization, the optimal features of the loan granted to clients are

considered to minimize the default rate of the loan. The optimization problem was

solved by the MA. The results indicate the efficiency of the MA in solving the opti-

mization problem. The MA achieved convergence in different cases in a relatively

short time (about 30 minutes), resulting in improving the objective function of the

problem significantly.

The optimization problem was solved in four cases for a more comprehensive

investigation. In the first to third cases, only the loan size, interest rate, and repay-

ment period were regarded as variables of the optimization problem, respectively.

In the fourth case, all of the aforementioned features were considered as variables

simultaneously. The default rate was 38% before solving the optimization prob-

lem. The default rate in the first to fourth optimization cases reached 27.33, 29.33,

33.33, and 20%, respectively. Therefore, the simulation-optimization approach re-
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duced the probability of the client default and credit risk of the bank significantly

by altering the features of the loans granted. Based on the results, the loan size

and age had the greatest and least impact on reducing the default rate, respectively.

In addition, any change in the loan that decreases the amount of installments paid

by the clients (either by reducing the size and interest of the loan or by increasing

the repayment time), declines the probability of their default.

The idea of simulation optimization can create a new horizon in the lending

process of banks and financial institutions. The common process includes credit

scoring of the clients and determining their loan features provided that they are in

a good category. Thus, the effect of loan features on the probability of client default

is not considered in the credit scoring process. The idea of simulation-optimization

combines loan features optimization with the credit scoring process to consider the

effect of loan features on the probability of client default and reduce the credit risk

of banks.

This research faced several limitations that should be considered when general-

izing its findings. Firstly, the study was limited by data size, utilizing information

from only 1000 corporate clients of a bank due to practical difficulties and sensi-

tivities in data collection. Expanding the sample size would enhance accuracy and

generalizability. Secondly, the type of collected data was restricted, preventing the

calculation of certain financial ratios (e.g., market value ratios) and the inclusion of

crucial company characteristics like industry, history, ownership status, and stock

exchange presence. Lastly, the choice of MATLAB for implementation constrained

the use of some advanced credit scoring models available in other programming

languages. Future research could address these limitations by gathering larger and

more comprehensive datasets, exploring additional credit scoring models (e.g., SVM,

XGBoost), employing alternative metaheuristic optimization algorithms (e.g., GA,

PSO), and extending the proposed simulation-optimization model to individual

customers.
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