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Abstract:
Abstract:
Given the significant increase in fraudulent claims and the resulting financial losses,
it is important to adopt a scientific approach to detect and prevent such cases.
In fact, not equipping companies with an intelligent system to detect suspicious
cases has led to the payment of such losses, which may in the short term lead
to customer happiness but eventually will have negative financial consequences
for both insurers and insured. Since data labeled fraud is really limited, this
paper, provides insurance companies with an algorithm for identifying suspicious
cases. This is obtained with the help of an unsupervised algorithm to detect
anomalies in the data set. The use of this algorithm enables insurance companies to
detect fraudulent patterns that are difficult to detect even for experienced experts.
According to the outcomes, the frequency of financial losses, the time of and the
type of incident are the most important factors to in detecting suspicious cases.
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1 Introduction

Insurance frauds refer to those groups of behaviors committed by a fraudster with

the goal of illegal financial profiteering. In doing so, different and various tactics

are devised and utilized, including providing incorrect information, forgery of doc-

uments and evidence, collusion, and creating cases of exaggerated or intentional

losses and damages. It seems obvious that the consequences of such actions do not

just affect insurance companies, and its financial pressure will subsequently influ-

ence the insureds negatively by enhancing the premiums. Car insurance scams are

known to be highly common, and according to a survey conducted in 2017 by Nerd-

wallet Co., one in ten Americans provides incorrect information to the insurance
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company when applying for a car insurance policy. Lying about the annual traveled

kilometers (mileage) is recognized as one of the most common forms of frauds re-

garding that 40% of those surveyed have admitted to reporting less than the actual

distance traveled at the time of issuance of the policy insurance; also, 27% of the

individuals have excluded one of their licensed drivers from their insurance policy,

and in 20% of cases, incorrect information has been provided to the insurance com-

pany about the car that the person is using. Insurers have decided to pay particular

attention to the scientific research done in the field of insurance frauds due to the

heavy financial consequences of such frauds for insurance companies. Detecting

and identifying frauds is indeed one of the most challenging issues in the world. In

this regard, the use of artificial intelligence and machine learning algorithms seem

to be dramatically needed more than ever with the ultimate goal of enhancing the

accuracy of identifying fraudulent cases. Machine learning algorithms are often clas-

sified into supervised and unsupervised categories. The training data are labeled in

the supervised algorithms, or in other words, the dataset has a target variable with

a label tagged. In contrast, existing labels are not shown to the training algorithm

in the unsupervised algorithms and there is no dependent variable, and all features

play the role of independent variables ( [8]).

2 Literature Review

Machine learning is a new approach to extracting knowledge from data. Machine

learning is an interdisciplinary skill equipped with specializations in statistics, ar-

tificial intelligence, and computer science, which is also referred to by terms such

as statistical learning and predictive analyses ( [12, 15, 26]). The first applications

of the machine learning topic may be traced back to the 1990s with the advent of

the email filtering system. At that time, computers learned how to distinguish and

separate spam emails from non-spam emails without human intervention ( [10,21]).

In general, some of the machine learning applications are as follows:

(i) In problems where achieving the existing solutions require a great deal of time

and writing a long list of rules.

(ii) In complex problems with no specific algorithm and solution available for

solving them.

(iii) In problems that face many changes and fluctuations; in such conditions,

machine learning algorithms can adapt themselves to changes quickly.

(iv) Extracting templates and information from a large amount of data.

Machine learning methods can be also classified into four main categories based on

the amount and type of supervision as follows:

(i) Supervised learning
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(ii) Unsupervised learning

(iii) Semi-supervised learning

(iv) Reinforcement learning

In the supervised learning, the system assumes that the desired answer to our

problem is not currently available but exists in the historical data we have, and

the task of the supervised learning algorithm is to identify and find the solution

and achieve it through historical data ( [9]). Unsupervised algorithms are those

algorithms in which the input data is known while no output data is given to the

algorithm. In these circumstances, the unsupervised algorithm searches specific

and certain patterns in the dataset ( [14]). Some algorithms are also capable of

working with training data that is not thoroughly labeled. In fact, labeled data is

combined with more unlabeled data in the algorithm. The semi-supervised learning

is used partly due to the high cost and time required for the labeling process.

The algorithms for this method of machine learning are usually a combination of

supervised learning and unsupervised learning ( [29]). The reinforcement machine

learning algorithm is trained with the approach of learning from the environment,

and if it’s done well, it will receive rewards, and its ultimate goal is to maximize

those rewards ( [27]).

Numerous scientific studies have been conducted on the discovery of car insur-

ance frauds since the 1990s, including the research by [6,11,17]. Remarkable efforts

have been made in recent years using data mining methods to detect and identify

damages and car insurance frauds. For example, classification algorithms such as

the decision tree, neural networks, logistic regression, support vector machine, and

genetic algorithm have been utilized to identify suspected fraud cases in the studies

performed by [2, 3, 7, 23–25, 28]. Some of the research done by using supervised

algorithms to detect car insurance frauds are also given in Table 1. However, unsu-

pervised methods and algorithms are known as the most extensively used strategies

in the insurance industry and especially in the field of fraud detection ( [13, 16]).

This arises from the predominant structure associated with the dataset. In fact,

the amount of tagged (labeled) data is not high given the cost and time constraints,

and many fraud detection projects inevitably do their research on unlabeled data,

and through unsupervised algorithms. For example, the clustering algorithm has

been utilized to identify suspicious cases in the research by [19,20,22]. Also, social

networks have been analyzed to detect frauds in a paper by [4]. [18] has focused

on identifying anomalous cases in his paper. The Local Outlier Factor (LOF) al-

gorithm is one of the unsupervised algorithms, which is capable of providing very

good results.

There are two differences in this research compared to other articles: the first is

the use of an unsupervised method to detect outlier points. Most of the researches

in this field have used supervised algorithms, however those that have employed

unsupervised learning have limited themselves to classical clustering models. The
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Table 1: The results of using supervised algorithms to detect car insurance frauds

Model used Year Author

(Decision Tree) 78% 2011 Bhowmik

(Logistics) 67%

(Neural network) 77% 2018 Kowshalya and Nandhini

(Support vector) 59%

(Neural network) 79%

(Decision tree) 60% 2018 Subudhi and Panigrahi

(Decision tree) 85%

(K-nearest neighbor) 72%

(Support vector) 72%

(AdaBoost) 80%

(Random forest) 83%

(Näıve Bayes) 81% 2022 Rukhsar et al.

second difference of this paper is the use of the data set that includes a wide range

of independent variables. In fact, the variables describe the features related to the

culprit, victim, car, accident and the insurance policy.

3 Methodology

Detecting anomalies is recognized as one of the major applications of unsupervised

algorithms. The concept of anomaly refers to the patterns that differ from known

patterns and records ( [8]). Detecting anomalies is dramatically important, which

often provides applied and critical information in different areas. The absence of

a response or dependent variable is the prominent feature of this type of machine

learning method. In fact, these algorithms seek to discover the patterns and rela-

tionships within the datasets. In other words, only a set of features is received as

input (x) and the data output is not already available to the analyst. Then, these

models look for hidden patterns in the unlabeled datasets ( [8, 15]). Clustering-

related algorithms are known as the most important and common types of these

methods. In this paper, due to the available data structure and the absence of

response variable, we have employed one of the unsupervised algorithms which is

briefly introduced below.

3.1 Local Outlier Factor

The Local Outlier Factor (LOF) algorithm, which is considered a clustering model,

is an approach that considers neighbors of a particular point and examines its

density, and then compares it with the density of other points ( [11]). This algorithm
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actually detects the local outlier points; i.e., the outlier and abnormal points are

compared to their neighbors, and not to the distribution of the total data. An

instance of this method is illustrated in Figure 1:

Figure 1: Anomalies in the Local Outlier Factor Algorithm

In Figure 1, O1 and O2 are local outlier data compared to C3, and O3 is a global

outlier data point. The k-nearest neighbor method is used in this algorithm. For a

point such as x in the dataset, its k-nearest neighbor is defined as follows:

Nk(x) = {y|y ∈ D, dist(x, y) ≤ distk(x)}.

This set encompasses all points whose distance from x is less than their k- distance

from that point. Pay attention to the following definition to better understand the

above relationship.

Definition 3.1. The distance between two data points, p and o can be calculated

using the n-dimensional Euclidean space as follows:

dist(p, o) =

√√√√ n∑
i=1

(pi − oi)2 .

Now, consider the dataset D and a positive integer k. Then, for a point like p,

the value of k- distance p is equal to the distance, dist(p, o), between p and the

farthest point of the neighboring data (sample) such as o (o ∈ D) that holds in the

following conditions:

i. Minimum k data point (sample) such as o′ ∈ D − {p} retains the inequality,

dist(p, o′) ≤ dist(p, o).

ii. Maximum k-1 data point (sample) such as o′ ∈ D−{p} retains the inequality,
dist(p, o′) < dist(p, o).

Using this algorithm requires two other concepts known as Reachability Distance

and Local Reachability Density, which are defined as follows:

Definition 3.2. Suppose k is a positive integer. The reachability distance of a

data point x from the data point y is defined as the following equation:

reachdistk(x← y) = max{distk(x), dist(x, y)}.
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Figure 2 shows an example of a reachability distance when the value of k is equal

to 5. If the actual distance between the data point p4 and the data point o is shorter

Figure 2: Reachability Distance for k=5

than the distance distk(o), the reachability distance of the data point p4 will be

distk(o). On the other hand, if the actual distance between the data point p6 and

data point o is longer than the distance distk(o), then, the reachability distance of

the data point p6 is the same as the actual distance. Such a smoothing operation

is utilized to decrease the statistical fluctuations of dist(p, o) for points close to o.

The smoothing rate is controlled by the value of k.

Two parameters are used to define the concept of density in the density-based

clustering algorithms namely; 1. the minimum number of data points and 2. the

volume. Here, we define the local reachability density as the following equation

using the concept of the minimum number of points:

lrdk(x) =
||Nk(x)||∑

x∈Nk(x)
reachdistk(x← y)

.

Finally, we come to the definition of the Local Outlier Factor (LOF), which deter-

mines anomalies:

LOFk(x) =

∑
y∈Nk(x)

lrdk(y)
lrdk(x)

||Nk(x)||
=

∑
y∈Nk(x)

lrdk(y) ·
∑

y∈Nk(x)

reachdistk(y ← x).

In fact, the LOF for an observation is the average ratio of the reachability distance

of the mentioned observation and its k-nearest neighbors. The larger the number

than 1, the more likely the data would belong to an anomalous dataset. This

algorithm is a technique that seeks to utilize the idea of the k-nearest neighbors to

detect outliers. A score is assigned to each sample in this method. This score is

based on the degree of isolation or the likelihood of being an outlier of that data

due to the size of the sample local neighborhood. The samples with the highest

scores are probably the outlier data. The content presented in this section has been

examined more accurately and inclusively in the research done by [1,5].
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3.2 Dataset

The datasets containing 50,000 samples, 2008-2009, were used in this paper regard-

ing insurance claims. The number of variables used are 15, whose descriptions are

provided in Table 2.

Table 2: list of variables

Code Variable Name

CtyNam City name

InCty Area in which an accident happened

MapCarTypCod Type of vehicle

Age Age of culprit

AgeLoser Age of victim

IsLcnsFit Type of license

UsgCod Car usage

IsMale Gender of victim

CusMaleCod Gender of culprit

CarGrpCod Car group

ThrLosTyp Type of damage to victim

AcdTypCod Type of accident

CtyNam County

The features can be divided into four main groups namely, car, culprit, victim,

accident and the policy features. Each variable has different number of classes as

follows: CtyNam (18), MapCarTypCod (5), InMale (2), CusMaleCod (2), AgeLoser

(8), Age (8), Days (4), Hour (7), PrdDte (5), CarGrpCod (22), ThrLosType (6),

IsLcnsFit (2), AcdTypCod (6) , InCty (2) and CtyName (22). It is worth noting

that some of the variables have been coded from the beginning by central insurance

of Iran and provided to the research team. The rest were categorized and coded by

the authors as needed.

4 Findings

Doing preprocessing on the data is one of the most important and main steps of

data analysis and pattern extraction from the dataset. In fact, preprocessing helps

to enhance the accuracy and efficiency of the model. The preprocessing stages

depend on the available datasets and may vary from one dataset to another. The

following measures were done in this regard according to the data set.

• Combining the features

The inputs related to two or more variables were combined and integrated

aimed at achieving applied and analyzable information.
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• Eliminating noise from the dataset

A feature with conflicting information had been filled for some points in the

dataset. For example, in some records, the pickup truck has been put in both

the passenger and cargo groups. These cases were either corrected or deleted.

• Assigning numerical codes to variables

Appropriate coding was made for nominal variables (such as vehicle type,

type of use, etc.).

• Grouping of numerical independent variables

Appropriate grouping was done for some continuous variables to enhance the

efficiency of the model.

After entering the datasets as the input of the algorithm, 762 samples of anoma-

lies were identified and extracted as the output of the algorithm. The principal

component analysis method was employed to display anomalies, which results are

depicted in Figure 3.

Figure 3: Anomalies and normal points

As seen in Figure 3, the points with unusual behavior that are identified as

anomalies are marked in red and normal samples are marked in green. Note that

these outliers are related to those accidents that have very similar characteristics

to normal claims. This makes it difficult to identify suspicious cases, even for

experts. However, the density based mechanism of the LOF provides a strategy to

distinguish the hidden effective features. This can be shown by comparison between

different claims.

Bellow, we compare the trend in anomalous points with the normal cases based

on the algorithm outcomes:

In Figure 4, the difference between normal claims (right column) and fraudulent

claims (left column) can be seen for all features used in the analysis. As one can

see, in some cases, there is no significant differences between normal and fraudulent

claims with respect to a single variable. For example, concerning type of vehicle,

the majority of cars belong to the same class regardless of whether the claim is

suspicious or not. This is presented in more detail in the next section.



Paper 9: Using local outlier factor to detect fraudulent claims in auto insurance 145

Figure 4: Structure of features for suspected and normal claims

5 Discussions

The vast majority of studies regarding fraud detection are conducted based on

supervised algorithms. This is due to the easier evaluation of the model performance

and avoiding the complexities associated with unsupervised algorithms. However,
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the accuracy and reliability of the supervised models are doubtful due to the nature

of the datasets available in the field of insurance frauds. In this regard, this paper

is one of the few studies that has focused on detecting fraud patterns through

unsupervised algorithms.

The local outlier factor algorithm was employed to detect suspicious frauds in

this paper. This algorithm indeed helps professionals to discover unusual patterns

in those claims which apparently seem very normal. This algorithm is capable of

discovering highly suspicious files that are kept so hidden as to not be identified even

by highly experienced claim adjusters. Based on the model results, the influential

variables in identifying suspicious cases were extracted as follows:

Out of normal claim cases, 10% include financial losses, while in suspicious cases

this number reaches 62%. In other words, the frequency of financial losses in

fraudulent cases is higher than 50% compared to the normal ones. This difference

is less (20%) concerning the incident occurrence variable; however, it is still seen

as a sound indicator for the model to predict and detect suspicious cases. In

fact, among the normal and fraud suspected cases, 12% and 32% of incidents have

occurred between 12 pm and 3 pm, respectively. No significant differences were

found between suspicious and normal cases regarding individuals gender. Another

factor contributing to identifying the hidden patterns of fraud is the type of incident

variable. In this regard, only 2% of the damages are related to vehicle collisions with

humans in normal cases, while this type of incident in suspicious cases accounts for

13%.

The main models, used in most research papers concerning insurance frauds

in car insurance, are decision tree, neural network, Näıve Bayes, logistic model,

support vector, and the k-nearest neighbor. On average, the lowest and highest

accuracy rates of these models are obtained as 40% and 86%, respectively. The

fluctuation found between the accuracy rates of different models has made the use

of the supervised algorithms face a great challenge. Besides the small number of

the labeled data, the low number of the total samples in the dataset (in some

papers, less than 20,000 samples) also exacerbates the randomness of the model

results. This has led the researchers to preferably use unsupervised models such as

the LOF algorithms. The variable of the time of the incident was also examined

in this report as an influential factor in identifying suspicious cases, which may be

seen as an innovation compared to common variables found in most studies (such

as age, gender, history of insurer claims).

It is worth noting that these results can be provided to the relevant experts and

professionals as a guide on the importance of access to appropriate variables for

predicting the model. The dynamic nature of machine learning models is obviously

one of their strengths; thus, over time, the proposed model has the ability to provide

new variables for identifying suspicious cases. In this regard, insurance companies

are recommended to use this algorithm as an effective artificial intelligence system

in identifying suspected cases of damage to gradually discover the definitive fraud
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files and add them to the labeled datasets. This allows us to use the integration

of supervised and unsupervised algorithms in the future for identifying fraud cases

more accurately and, as a result, prevent insurance companies from losing money

and increasing premiums.
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