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Abstract:

In various statistical models, such as density estimation and estimation of

regression curves or hazard rates, monotonicity constraints can arise naturally.

A frequently encountered problem in nonparametric statistics is to estimate a

monotone density function f on a compact interval. A known estimator for the

density function of f under the restriction that f is decreasing, is Grenander

estimator, where is the left derivative of the least concave majorant of the empirical

distribution function of the data. Many authors worked on this estimator and

obtained beneficial properties for this estimator. Grenander estimator is a step

function, and hence, it is not smooth. In this paper, we discuss the estimation of

a decreasing density function by the kernel smoothing method. Many works have

been done due to the importance and applicability of the Berry-Esseen bound for

the density estimator. In this paper, we study a Berry- Esseen type bound for a

smoothed version of Grenander estimator.
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1. Introduction

In various statistical models, such as density estimation and estimation of regres-

sion curves or hazard rates, monotonicity constraints can arise naturally. Let Fn

be the empirical distribution function of a sample X1, . . . , Xn and suppose that

the distribution F of the Xi
′s is continuous and concentrated on [a, b]. A famous

estimator for the density function f = F ′ under the restriction that f is decreasing

is the Grenander f̃n, defined on (a, b] as the left derivative of the least concave ma-

jorant F̂n of Fn, with f̃n(a) = lims↓a f̃n(s). (See e.g. Durot and Lopuhaä (2014)).

This estimator is a step function, and as a consequence, it is not smooth. In this

paper, we are interested in an estimator that is both decreasing and smooth. We

study a Berry-Esseen type bound for this estimator.

Many works have been done in different data sampling models due to the

importance applicability of density estimation and Berry- Esseen bounds for the

density estimator. See e.g., Chang and Rao (1989), Dewan and Prakasa Rao

(2007), Birkel (1988), Isogai (1994), Sun and Zhu (1999), Zhou et al. (2006),

Liang and Uña-Álvarez (2009), Liang and Baek (2008), Huang et al. (2011), Yang

et al. (2012) among others.

Durot and Lopuhaä (2014) defined a smoothed version of the f̃n by

f̂n(t) =


f̂n(a+ hn) + f̂

′

n(a+ hn)(t− a− hn), a ≤ t ≤ a+ hn
1
hn

∫
RK

(
t−x
hn

)
dF̂n(x) a+ hn ≤ t ≤ b− hn

f̂n(b− hn) + f̂
′

n(b− hn)(t− b+ hn) b− hn ≤ t ≤ b,

where hn is a sequence of positive bandwidths tending to zero as n→∞ and the

kernel function K : [−1, 1]→ [0,∞) satisfies
∫
RK(t)dt = 1.

One of the important problems to be investigated is to establish a Berry-Esseen-

type result for the smooth estimate f̂n(y), thereby providing asymptotic normality

of
√
nhn

(
f̂n(y)− f(y)

)
with rates. In the present paper, and under the some basic

assumptions, we discuss and resolve this problem. More precisely, it is shown that,

under suitable regularity conditions:

sup
x∈R

∣∣∣P [√nhn (f̂n(y)− f(y)
)
≤ xσ̂n(y)

]
− Φ(x)

∣∣∣ = O
( (log log n)

1
2

n
1
2hn

)
+O

(
(nhn)

− 1
2
)

+O
( (log n)

2/3

n1/6h
1/2
n

)
+ O

(
hn
)

+O
(
n1/2h5/2n

)
a.s.

In Section 2, the main results are stated. Proofs of the results are given in the

Appendix.
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2. Main results

Before presenting the main results, we introduce some notations and mention some

assumptions that are used in the following theorems and lemmas.

For every y ∈ [a + hn, b − hn], consider an ordinary kernel estimator fn(y) =
1
hn

∫
K
(
y−x
hn

)
dFn(x). It is easy to see that

V ar(fn(y)) = 1
nh2

n
var
(
K
(
y−X1

hn

))
= 1

nhn

∫
K2(t)f(y − thn)dt− hn

n

( ∫
K(t)f(y − thn)dt

)2
.

Let σ2
n(y) := nhnV ar (fn (y)) , a+ hn ≤ y ≤ b− hn,

and σ2 (y) := f(y)
∫

(K(u))
2
du a+ hn ≤ y ≤ b− hn.

Assumptions

H1 limn→∞ nhn =∞.
H2 limn→∞ nh5n = 0.

H3 limn→∞
nh3

n

(logn)4
=∞.

K1

∫ +1

−1 tK(t)dt = 0

K2

∫ +1

−1 t
2|K(t)|dt <∞.

K3

∫ +1

−1 |K
m(t)|dt <∞ m = 2, 3.

F f, f ′ and f” are bounded.

In the following theorems, the Berry-Esseen type bounds for f̂n(x) are presented.

Theorem 2.1. Suppose that F,K3 and H1 hold. Then for a + hn ≤ y ≤ b− hn
we have

sup
x∈R

∣∣∣P (√nhn[fn(y)− Efn(y)] ≤ xσn(y)
)
− Φ(x)

∣∣∣ = O
(

(nhn)
− 1

2

)
,

where the letter O in the h(n) = O(g(n)) means that |h| is bounded above by g

asymptotically.

Theorem 2.2. Suppose that f is strictly decreasing function. If F,K3, H1 and

H3 hold, then for a+ hn ≤ y ≤ b− hn, we have∣∣∣P (√nhn[f̂n(y)− Efn(y)] ≤ xσn(y)
)
− Φ(x)

∣∣∣ = O
(
(nhn)

− 1
2
)

+O
( (log n)

2/3

n1/6h
1/2
n

)
.

Theorem 2.3. Let f be strictly decreasing function. Under Assumptions F, K1-

K3, H1- H3, for a+ hn ≤ y ≤ b− hn we can write

sup
x∈R

∣∣∣P (√nhn [
f̂n(y)− f(y)

]
≤ xσ(y)− Φ(x) = O

(
(nhn)

− 1
2
)

+O
(

(logn)2/3

n1/6h
1/2
n

)
+O

(
hn
)

+O
(
n1/2h

5/2
n

)
.
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Remark 2.4. When f is unknown, Theorem 2.3 is not applicable. For example,

it is not useful in finding a confidence interval for f(y) or hypothesis testing. So

we estimate σ2(y) by

σ̂2
n (y) =: f̂(y)

∫
(K(u))

2
du, a+ hn ≤ y ≤ b− hn. (2.1)

In Lemma 2.5, the consistency of these proposed estimators is studied. Then

we present another version of Theorem 2.3 using these estimators.

Lemma 2.5. Let limn→∞
nh2

n

log logn =∞. We have

sup
a+hn≤y≤b−hn

∣∣σ̂2
n (y)− σ2 (y)

∣∣ = O
(
h2n
)

+O
( (log log n)

1
2

n
1
2hn

)
, a.s.

Theorem 2.6. Under assumptions of Theorem 2.3, for a+ hn ≤ y ≤ b− hn, we

have

sup
x∈R

∣∣∣P [√nhn (f̂n(y)− f(y)
)
≤ xσ̂n(y)

]
− Φ(x)

∣∣∣ = O
( (log log n)

1
2

n
1
2hn

)
+O

(
(nhn)

− 1
2
)

+O
( (log n)

2/3

n1/6h
1/2
n

)
+O

(
hn
)

+O
(
n1/2h5/2n

)
a.s.

Appendix

In order to prove the Berry-Esseen theorems, we need the following auxiliary result.

Lemma 2.7. Suppose that F and K3 hold , then we have

sup
a+hn≤y≤b−hn

∣∣σ2
n (y)− σ2 (y)

∣∣ = O (hn) . (2.2)

Proof. From the definition of σ2
n(y) and σ2(y) we can write∣∣∣σ2

n (y)− σ2 (y)
∣∣∣ ≤

∣∣∣ ∫ K2(t)f(y − thn)dt− f(y)

∫
K2(t)dt

∣∣∣
+ h2n

∣∣∣ ∫ K(t)f(y − thn)dt
∣∣∣2

=: I(y) + II(y). (2.3)

Now, using the mean value theorem, we have

sup
y

∣∣I(y)
∣∣ ≤ hn sup

y

∣∣f ′(y)
∣∣ ∫ (K(u))

2
du

= O(hn). (2.4)
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Next, to deal with II(x), we observe that

lim
n→∞

(∫
K(t)f(y − thn)dt

)2
= f2(y)

(∫
K(t)dt

)2
.

Therefore

sup
x

∣∣II(x)
∣∣ = O(h2n). (2.5)

(2.3),(2.4) and (2.5) complete the proof.

Proof of Theorem 2.1. Set

fn(y)− E(fn(y)) =
1

nhn

n∑
i=1

{
K
(y −Xi

hn

)
− E

(y −Xi

hn

)}
=:

n∑
i=1

Lni.

By Theorem 5.7 of Petrov (1995), it can be written that

sup
x∈R

∣∣∣P [√nhn (fn (y)− Efn (y)) ≤ xσn (y)
]
− Φ (x)

∣∣∣
≤ Cn5/2h

3/2
n

σ3
n(y)

E|Ln1|3

≤ 2Cn−1/2h
−3/2
n

σ3
n(y)

E

∣∣∣∣K(y −X1

hn

)∣∣∣∣3
=

Ch
−1/2
n n−1/2

σ3
n(y)

∫
R

∣∣∣K(t)
∣∣∣3dtf(y − thn)dt. (2.6)

Sine f is bounded in a neighbourhood of y, Lemma 2.7 yields the result.

Proof of Theorem 2.2. By using Lemma 2 of Chang and Rao (1989) for a =√
nhn

σn(y)

∣∣∣f̂n (y)− fn (y)
∣∣∣ , we can see that

sup
x∈R

∣∣∣P[√nhn(f̂n(y)− E(fn(y))
)
≤ xσn(y)

]
− Φ(x)

∣∣∣
≤ sup

x∈R

∣∣∣P[√nhn(fn(y)− E(fn(y))
)
≤ xσn(y)

]
− Φ(x)

∣∣∣+
a√
2π
.

(2.7)

Kiefer and Wolfowitz (1976) proved that when f is strictly decreasing function,

sup
x∈R

∣∣∣F̂n(x)− Fn(x)
∣∣∣ = O

(
(
log n

n
)
2/3)

a.s. (2.8)
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This last result and Lemma 2.7 conclude that

sup
a+hn≤y≤b−hn

∣∣∣ a√
2π

∣∣∣ ≤ n1/2
√

2πσn(y)h
1/2
n

sup
x∈R

∣∣∣F̂n(x)− Fn(x)
∣∣∣ ∫

R

∣∣∣dK(u)
∣∣∣

= O
(
n−1/6h−1/2n (log n)

2/3
)

a.s. (2.9)

Using (2.7), (2.9) and Theorem 2.1, we get the result.

Proof of Theorem 2.3. Using Lemma 2 of Chang and Rao (1989), it is not

difficult to show that

sup
x∈R

∣∣∣P[√nhn(f̂n(y)− f(y)
)
≤ xσ(y)

]
− Φ(x)

∣∣∣
≤ sup

x∈R

∣∣∣P[√nhn
σn(y)

(
f̂n(y)− E(fn(y))

)
≤ x σ(y)

σn(y)

]
− Φ

( σ(y)

σn(y)
x
)∣∣∣

+ sup
x∈R

∣∣∣Φ( σ(y)

σn(y)
x
)
− Φ(x)

∣∣∣+

√
nhn√

2πσ(y)

∣∣∣E(fn(y))− f(y)
∣∣∣. (2.10)

Alternatively, a little calculation and Lemma 2.7 yield

sup
x∈R

∣∣∣∣Φ( σ (y)

σn (y)
x

)
− Φ (x)

∣∣∣∣ = O
(∣∣σ2

n (y)− σ2 (y)
∣∣)

= O (hn) . (2.11)

On the other hand, by a two term Taylor expansion and condition
∫ +1

−1 tK(t)dt = 0,

we obtain

E(fn(y))− f(y) =
1

2
h2nf”(θn(y))

∫
R
u2|K(u)|du

with

y − hn ≤ θn(y) ≤ y + hn. (2.12)

Condition supy∈R
∣∣f”(y)

∣∣ < ∞ and (2.12) imply that there is a constant C such

that
∣∣f”(θn(y))

∣∣ ≤ C. Hence

sup
y

∣∣∣E(fn(y))− f(y)
∣∣∣ = O(h2n). (2.13)

Now Theorem 2.3 follows from (2.10), (2.11), (2.13) and Theorem 2.2.



A Berry-Esseen Type Bound for a Smoothed Version of ... 7

Proof of Lemma 2.5. By using the definition of σ̂2
n(y) and σ2(y) for a + hn ≤

y ≤ b− hn, we have∣∣∣σ̂2
n(y)− σ2(y)

∣∣∣ ≤ ∫
K2(t)dt

∣∣∣f̂(y)− f(y)
∣∣∣

≤
(∫

K2(t)dt
)(∣∣∣f̂(y)− E(fn(y))

∣∣∣+
∣∣∣E(fn(y))− f(y)

∣∣∣)
≤

(∫
K2(t)dt

)(
h−1n sup

x

∣∣∣F̂ (x)− F (x)
∣∣∣ ∫ ∣∣∣dK(u)

∣∣∣
+
∣∣∣E(fn(y))− f(y)

∣∣∣). (2.14)

Now, from Marshall’s lemma (Marshall (1970)) and Chung’s law of the iterated

logarithm for supx
∣∣Fn(x)−F (x)

∣∣ (see e.g. Shorack and Wellner (1986), Page 505),

we know that with bn = (2 log log n)
1/2
,

lim sup
n→

n1/2
supx

∣∣∣F̂ (x)− F (x)
∣∣∣

bn
≤ lim sup

n→
n1/2

supx

∣∣∣Fn(x)− F (x)
∣∣∣

bn

=
1

2
a.s. (2.15)

(2.14),(2.15) and (2.13) follow the result.

Proof of Theorem 2.6.

sup
x∈R

∣∣∣P [√nhn (f̂n(y)− f(y)
)
≤ xσ̂n(y)

]
− Φ(x)

∣∣∣
≤ sup

x∈R

∣∣∣∣P [√nhnσ(y)

(
f̂n(y)− f(y)

)
≤ xσ̂n(y)

σ(y)

]
− Φ

(
x
σ̂n(y)

σ(y)

)∣∣∣∣
+ sup
x∈R

∣∣∣∣Φ(xσ̂n(y)

σ(y)

)
− Φ(x)

∣∣∣∣ .
(2.16)

Now, Lemma 2.5 follows that

sup
x∈R

∣∣∣∣Φ(xσ̂n (y)

σ (y)

)
− Φ (x)

∣∣∣∣ = O
(∣∣σ̂2

n (y)− σ2 (y)
∣∣)

= O

(
(log log n)

1/2

n1/2hn

)
+O

(
h2n
)

a.s. (2.17)

This last result, (2.16) and Theorem 2.3 give the result.
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Conclusions

In this paper, we study a Berry- Esseen type bound for a smoothed version of the

Grenander estimator.
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