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Abstract: Deaf people or people with hearing loss have a major problem in every-

day communication. There are many applications available in the market to help

blind people to interact with the world. Voice-based email and chatting systems

are available to communicate with each other by blinds. This helps to interact

with persons by blind people. Also, many attempts have been made with Sign

Language (SL) translators to solve of communication gap between normal and

deaf people and ease communication for deaf people. In this paper, the geometric

feature is used as feature extraction for static sign recognition. Support Vector

Machine (SVM) classifier is used for training and testing to develop a system using

static signs. So, the accuracy result for static signs using the Geometric feature is

62.92% which needs to be improved by other feature extraction and classifiers.

Keywords: Sign Language SL, Support Vector Machine SVM, Deaf People.

Mathematics Subject Classification (2010): 91B32, 16Y80.

∗Corresponding Author: z.aghajani@jku.ac.ir



192 Z. Aghajani, . . .

1. Introduction

A sign language (also signed language) is a language that predominantly utilizes

manual communication to exchange meaning. SL can include at the same time

joining hand shapes, introduction and movement of the hands, body, or arms, and

facial impressions to express a speaker’s idea (Wikipedia).

Linguistic research in sign language has shown that signs mainly consist of four

basic manual components (Stokoe et al. (1965)).

SL recognition is usually defined as a complicated model with combined posi-

tions and placement of the palm (Yao and Fu (2012)). Tremendous efforts are

required to translate signs to text and voice with large vocabulary. It is still a chal-

lenging problem and an open question of Artificial Intelligence (AI) and computer

graphics.

Last two decades, many systems have been developed for understanding the

mapping between the hand shape, structure of the joint, and palm movement for

SL recognition (Yao and Fu (2012)). In continuous sign language recognition,

we have to deal with strong coarticulation effects, i.e., the appearance of a sign

depends on preceding and succeeding signs, and large inter- and intra-personal

variability. In Ong and Ranganath (2005); Wu and Huang (1999) reviews on

research in sign language and gesture recognition are presented.

We use a vision-based approach which does not require special data acquisition

devices. We choose the SVM method to train the system with our image database.

Fig 1 The American Manual Alphabet (Stokoe (2005))

We notice many advantages and disadvantages in all sign language recognition,

which are related to database, hand detection, feature extraction, gesture recog-

nition, and especially devices recorded signs. In this paper, we address the limi-
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tations and improvement of existing systems.

2. Literature Review

Normally, feature means an underlying arrangement of estimated data and assem-

bles determined qualities. Rearranging data or selecting the proper features from

data is called feature extraction. In addition, it could be useful in pre-processing

steps for pattern recognition, image processing, and machine learning that require

feature extraction. Dimension reduction is directly related to feature extraction,

but it has to be processed while the data are too long, and sometimes it seems

redundant.

Many features should be calculated to find the model parameters (Kang et

al. (2008)). Required hand features have been found from the image, and it is

very vital for model parameters and computing. Some normal features are hand

silhouettes used by Shimada et al. (1998) and Sonka et al. (2014). Karbasi et

al. (2016) briefly explained different hand detection techniques used by different

features, and classifiers. They mentioned the advantages and disadvantages of

each technique which have been used by different researchers. (Karbasi et al.

(2016)) focused on hand and head detection based on the Kinect camera as a

new technology in the human-computer interaction domain. Contours features are

implemented by Starner and Pentland (1997) while main points are circulated with

the hand (Joints, palm, fingertips) executed by Lee and Kunii (1995), Fillbrandt

et al. (2003), Starner and Pentland (1997) and Imagawa et al. (1998). Distance-

transformed images are shown by Teh and Chin (1988) and Silhouettes have been

used as a feature for parameter computation in both three dimensions according

to the models (Shimada et al. (1998)).

Karbasi et al. (2016) and Karbasi et al. (2015) worked on hand detection with

depth data through a Kinect camera to improve the accuracy for their research.

Firstly, they implanted their method based on distance variable to detect the hand

front of the user. Secondly, They used a hybrid method to combine depth data

and color data to improve the accuracy of the results for hand detection.

Over the years, there have been many patterns for the hand shape category.

The hand formation and area, are concerned with its geometric features or contour-

based approaches (Belongie et al. (2002)).

The automatic sign language recognition (ASLR) system is based on Bayes’

decision rule. The word sequence which best fits the current observation to

the trained word model inventory (i.e., the acoustic model in automatic speech
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recognition (ASR)) and language models (LM) will be the recognition result (Fig

2)(Dreuw et al. (2007)).

Fig 2 Bayes’ decision rule used in ASLR Dreuw et al. (2007)

Fig 3. a) Usage of different data acquisition techniques used in American Sign

Language (ASL) systems. b) Research work carried out on static/dynamic signs

in ASL. c) Percentage of research work carried out on the basis of signing mode

in ASL. d) Percentage of research work carried out on the basis of single/double

handed signs in ASL. e Percentage of research work carried out on technique

used for recognition of signs. f) Accuracy of research for different ASL

systems.(Wadhawan and Kumar (2021))

All methods mentioned above are very hard to approach and time-consuming in the

context analysis. In this way, below, researchers are using the standard deviations
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of the context (Lin and Chang (2011) and Keskin et al. (2013)). For the above

approach, the real hand model is used to show the hand in 21 different sections,

and at the end, a random decision forest (RDF) trained on synthetic depth will

make a good hand model.

3. Methodology

In Fig 4 Hierarchy of signs is simply shown, the whole steps of how we can analyze

the hand gesture in SL.

Fig 4 Hierarchy of signs from Wadhawan and Kumar (2021)

In this paper, we just focus on one hand sign in static mode.

Fig 5 a) Single haded static manual sign. b) non- manual sign (Wadhawan and

Kumar (2021))

The model-based technique is the same as the non-model one, which includes

contours (Lowe (1991)). For different shapes. We need to have distance features
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and similar features with the same hands. It seems necessary to check the scale

features in the image because you will find different sizes for the same hand shape.

The similar hand silhouette with dissimilar sizes will provide the matching features

values .

There are six features for a geometric feature, which are eccentricity, com-

pactness, orientation angle, semi-major, and semiminor axes, area and roundness.

The greyscale image delivered these moment-shaped features. The description of

moments of the grey value-function f(x, y) of an object as expressed by (A201)

(Kilian (2001)).

mp,q =

∫∫
xpyqf (x, y) dxdy (3.1)

Moments are, for the most part, arranged by their order. The order of every

moment relies upon the indices p and q of the moment mp, q similarly, the sum p

+ q of the indices expresses the arranging order of the moment mp, q. In view of

that, seven shape features have been gotten from the requests existing apart from

everything else to portray the face and the two hands blobs.

The joining is ascertained over the area of the object. Normally each other

pixel-based feature rather than the grey value could be utilized to compute the

snapshots of the object. Utilizing binary picture, the grey value function f(x, y)

develops

f(x, y) =

{
1 Object

0 Background
(3.2)

It can be neglected in the subsequent formulas.

1. Blob area: The zero order moment describes the area A of the object:

A = m0,0 =

∫∫
f (x, y) dxdy (3.3)

2. Semi major and semi minor axes denoted by a and b respectively:

a = height of the ellipse

b = width of the ellipse

3. Orientation angle in which the blob has its biggest extension θ:

θ =
1

2
arctan

(
2m1,1

m2,0 −m0,2

)
(3.4)

4. Compactness C, (Swan and Ridgway, 2012):

C =

(
A

Perimeter2

)
(3.5)
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5. Roundness k:

K =
Perimeter2

2πA
(3.6)

where

k = 1 for circle and k > 1 for other objects

6. The eccentricity, ε, can be straight, resulting from the semi-major and semi-

minor axes a and b of the object. ε can also be directly calculated from the

central moments of second order by:

ε =

√
(m2,0 −m0,2)2 − 4m2

1,1

m2,0 +m0,2
(3.7)

The eccentricity, ε, can have values from ’0’ to ’1’. It is ’0’ for a perfectly round

object and ’1’ for a line-shaped object (Dai et al. (1992)).

4. Result

This is completed by selecting six features (semi-minor, semi-major axes, blob

area, eccentricity, compactness, orientation angle, and roundness). These features

are moment-based features from the greyscale image.

It is visible that there are variations in the geometric features among the two

hand postures of ’A’ and ’W’ as shown in Fig 6. Table 1 shows the features values

extracted from hand postures of ‘A’ and ‘W’ to be passed to the recognition stage.
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Fig 6. Feature Extraction using Geometric Feature for ‘A’,’B’,’C’,’F’,’G’,’U’,

‘V’,’M’
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TABLE I. Extracted Geometric Feature for Letter ‘A’,’B’,’C’,’F’,’G’,’U’, V’,’M’

The geometric features for the selected characters appear different because of the

different sign hand shapes. In terms of area, letters B and ‘W’ have the largest

area due to the wide shape of the signs for these letters. The letter C appears to be

large as well in the depth image, but the area is smaller. This is because the shape

of the sign is smaller (curved fingers and thumb, with the rest of the palm behind

the fingers when viewed from the side), but the color map used could not show

this variation as the sensitivity of the color map is not sufficient to demonstrate

the size.

The major and minor axis refers to the length of them if we are to approximate

an ellipse to cover around the area of interest. The angle of the ellipse indicates

the rotation direction of the ellipse, while eccentricity measures the ratio between

the major and minor axis lengths. This information indicates the size of the palm

and how it is rotated during the sign gesture. This would indicate some features

to classify different hand signs. Based on observation from the experiments, the

angle approaches 0.85 when the ellipse is aligned with the vertical axis (in the case

of the B character), and approaches 0.4 when it is more aligned to the horizontal

axis (as in the cases of W and V). Shapes that appear more elliptical have a higher

eccentricity, as in the case of characters ’A’ and ’G’.

Compactness indicates the homogeneity of the shape based on its perimeter

and area. A high compactness value indicates that the shape is uniform, while a

low compactness value indicates that the shape is irregular. In the experiments, it
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was found that signs with protruding fingers scored lower in compactness compared

to homogeneous shapes. This can be seen in the cases of ’V’ and ’W’, where the

compactness score is lower than character ’B’.

The value of K represents the roundness of the region of interest. This value

is higher in the case of B, where the shape is almost round. This roundness value

is lowest in the remaining hand signs with fingers protruding or irregular shape or

palm angle, significantly affecting the overall roundness of the area of interest.

Generic features are more generic in nature and were found not to be a strong

feature set for the classification of hand gestures using depth information (As

shown in Table 4).

TABLE II. Overall Result for Training of 24 Static Signs result using Geomet-

ric Features

5. CONCLUSION

In this paper, it is detected that hand shape, signs have variations. Consequently,

feature effects on the automatic SL interpreter have been proved. Dissimilar fea-

ture vectors were produced for static signs to assess recognition accurateness.

In Section 4, SVM was used as a classifier for testing and training the system
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using one-hand static signs from the MSL database. Table 2 and Table 3 shows

that the accuracy result for the geometric feature is 62.92%. The static sign

language recognition results show that, the system accuracy depends mainly on

the feature properties.

TABLE III. Overall Result for testing of 24 Static Signs Using Geometric Fea-

tures

TABLE IV. The Recognition Accuracy of 8 Characters using GA Features.
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