
Journal of Mathematics and Modeling in Finance (JMMF)
Vol. 3, No. 1, Winter & Spring 2023

Research paper

A novel financial trading system based on reinforcement
learning and technical analysis applied on the Tehran secu-
rities exchange market

Zahra Pourahmadi1, Dariush Farid2, Hamid Reza Mirzaei3

1 Faculty of Management, Economics and Accounting, Yazd University, Yazd, Iran
z.pourahmadi@stu.yazd.ac.ir

2 Faculty of Management, Economics and Accounting, Yazd University, Yazd, Iran
fareed@yazd.ac.ir

3 Faculty of Management, Economics and Accounting, Yazd University, Yazd, Iran
hmirzaei@yazd.ac.ir

Abstract:
Stock trading is a significant decision-making problem in asset manage-
ment.This study introduces a financial trading system (FTS) that lever-
ages artificial intelligence (AI) techniques to automate buy and sell orders
specifically in Iran’s stock market. Due to limited availability of labelled
data in financial markets, the FTS utilizes reinforcement learning (RL), a
subset of AI, for training. The model incorporates technical analysis and a
constrained policy to enhance decisionmaking capabilities. The proposed
algorithm is applied to the Tehran Securities Exchange, evaluating its effi-
ciency across 45 periods using three different stock market indices. Perfor-
mance comparisons are made against common strategies such as buy and
hold, randomly selected actions, and maintaining the initial stock portfo-
lio, with and without transaction costs. The results indicate that the FTS
outperforms these methods, exhibiting excellent performance metrics in-
cluding Sharp ratio, PP, PF, and MDD. Consequently, the findings suggest
that the FTS serves as a valuable asset management tool in the Iranian
financial market.

Keywords: Algorithmic trading, Investment portfolio, Machine learning,
Reinforcement learning, Stock exchange.

1 Introduction

Artificial intelligence (AI) and machine learning (ML) have made significant ad-

vancements in various fields, especially in complex and expansive problems. Fi-

nancial markets have also seen a growing trend in the use of trading algorithms

to make investment decisions. AI and ML are attractive to finance researchers

because of their more appropriate and homogeneous capabilities than statistical
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methods [14]. Machine learning is the science of designing machines to operate

based on given data and experiences, without being entirely programmed. It in-

cludes sub-disciplines such as supervised, semi-supervised, and reinforcement learn-

ing (RL) [3]. RL does not require predicting stock price trends before determining

investment strategies, making it advantageous over other ML sub-sections. It trains

decision-making power using past information and selects optimal actions based on

the probability of (action, state). RL also calculates and considers the possible

future rewards of current decisions [5], [4].

This study aims to develop an algorithmic trading model based on RL to provide

a trading strategy that considers transaction fees. The innovation in this research

combines technical analysis data and primary data prices in training the model and

uses a restricted reinforced policy instead of pure reinforced learning. An RL model

maximizes rewards received over time, so the agent understands the environment

and takes optimal actions to achieve its goals. The agent is rewarded or punished

based on the state and effect of the completed action on the environment [1]. By

developing an algorithmic trading model based on RL, this study contributes to

the advancement of the financial market’s automated trading system.

Upon reviewing the literature on the subject, it becomes apparent that the

development of trading algorithms using reinforcement learning, a sub-field of ma-

chine learning, has become a popular research topic among computer science and

financial researchers seeking to improve the modelling and implementation of these

algorithms. These upgrades typically involve changes to various aspects of the al-

gorithm implementation, such as the input data, definition of reward and penalty

functions, value function, and policy, to obtain a combination that can provide rea-

sonable and profitable trading suggestions in most cases. In this paper, we propose

an innovative approach to improving the performance of the trading algorithm by

changing the input data and applying restrictions on the policy, using a controlled

form of reinforcement learning. Given the lack of studies in the Tehran stock

market, we present an efficient trading algorithm based on reinforcement learning

specifically for financial markets in Iran.

The following section provides a brief overview of the theoretical foundations and

research background. In section 3, we describe the components of the proposed

model, including the environment states, current position, policies, and reward

functions. We then discuss the research methodology and objectives in determining

the reward functions. Section 4 presents the results of a numerical problem to

demonstrate the effectiveness of our proposed model compared to other strategies,

and the final section briefly summarizes our findings.

2 Literature review

One hotly debated topic in the financial field is algorithmic trading, which includes

methods based on prior knowledge and machine learning [6]. Examples of prior
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knowledge methods are trend following [7], mean-reversing [8], and delta-neutral

trading strategies [9], [10]. In recent years, machine learning has gained more

attention from researchers in various financial subjects, including option pricing

optimization [11], [12], multi-stage portfolio investment [14], [13], and risk manage-

ment [4]. Machine learning aims to learn trading strategies in algorithmic trading

and to find profitable strategies using historical price data. It can be divided into

the supervised and reinforcement learning approach.

The supervised learning method attempts to predict the next time point’s stock

price or price trend, but it requires other prior knowledge to decide on trading

actions [15]. As a result, it leads the model to have two error propagations: the error

of price prediction and the error caused by the decision-making process. Moreover,

the supervised method cannot consider environmental factors such as transaction

cost and the characteristic of delayed return, resulting in algorithmic trading [16].

Examples of supervised learning-based algorithmic trading are [21], [18], [20], [17],

[19], [6].

In contrast, the reinforcement learning method is more suitable for problems

defined by long-term goals and delayed returns than other machine learning meth-

ods [22]. Existing methods for algorithmic trading based on reinforcement learning

can be divided into policy-based and value-based methods [23]. Examples of algo-

rithmic observation using RL for policy can be found in [25], [27], [24]. In policy-

based methods, the problem of the environment is continuous and non-discretized,

and the state is not allowed, which limits its ability to guarantee convergence [28].

Value-based methods, on the other hand, estimate the value function (state, action)

repeatedly and then select an action based on the value [29], [30], [31].

The above studies used simple artificial neural networks for their policy network,

but the combination of deep artificial neural networks and reinforcement learning

has created a new type of reinforcement learning called deep reinforcement learning

(DRL), which can be found in studies such as [32], [33]. Actor-Critic is a combi-

nation of policy and value-based methods that were developed to take advantage

of all the benefits of both methods while removing their limitations. Models based

on actor critics are presented in [35], [34]. In the Actor-Critic model, both the

function of (policy, action) and the function of (state, value) are optimized. These

two parts participate in a game and both become better in their role over time,

resulting in the overall structure learning to solve the problem more efficiently than

the two separate methods. The operator takes the state as input and provides the

best action as output based on what it has learned so far. Other algorithms derived

from the actor-critic method include PPO and A2C.

In this study, the same original and pure algorithm is selected for model de-

velopment, which helps to focus on items and methods that increase the general

efficiency of the model. The details of our proposed scheme are presented in the

next subsection
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3 Proposed algorithm

In this research, we have used Python programming to develop and present a stock

trading algorithm. Our algorithm aims to achieve the best possible performance by

maintaining simplicity and considering real market conditions, such as transaction

costs. To accomplish this, we have creatively defined the states, rewards, and goal

functions. The components and execution process of our algorithm are explained

below, and the schematic view of the RL algorithm is presented in Fig. 1.

Figure 1: The flowchart of the proposed RL model

The problem of proposing a trading position can be considered a Markov decision

process, in which the agent interacts with the environment. At any point in time,

the agent uses states to perceive the environment and selects possible actions. The

agent is then rewarded for taking that action, and the system transitions to a new

state. This process is captured in the trajectory τ , as shown in Eq. (1).

τ = [S0, A0, R1, S1, A1, R2, S2, A2, R3] (1)

At any time t, the objective is to maximize the future expected return, which is

equivalent to the present value of returns discounted by a factor of gamma, as

shown in Eq. (2).

Gt =

T∏
k=t+1

γk−t−1RK (2)

3.1 Environment states

The state of the environment is shaped by information about the investment en-

vironment, which is presented as features. The appropriate definition of these

characteristics and states is crucial for the actor to understand the environment

and learn from it, which, in turn, affects the overall performance of the model. The

following states are used in this algorithm:

• state [0] = Number of shares
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• state [1] = Cash in the portfolio

• state [2] = Returns

• state [3] = Portfolio value

• state [4] = Five-day window of prices

• state [5] = ROC

• state [6] = OBV

• state [7] = RSI

States 0 and 1 represent the share of stocks and cash in the investment portfolio at

each stage. An initial portfolio is set, consisting of a specific number of shares and

an amount of cash, which is used by default to start the algorithm. This portfolio

changes over time based on the stock price changes and the proposed strategy of

the model. State 2 calculates the return from price changes using the following

equation:

Return = ln(
ClosePricet+1

ClosePricet
) (3)

State [3] represents the value of the investment portfolio, which is calculated

at any given time according to Eq. (4). The transaction cost rate (TCR) affects

the agent’s understanding of the environment. Another assumption in the proposed

trading system is that all assets will be converted into cash at the end of the selected

period.

portfoliovaluet = state [0]× ClosePricet × (1− tc) + state[1] (4)

To look at recent price changes, we use a 5-day price window as an environmental

specification called State 4. In most past research, the state of the environment was

defined as only the price at the time of buying and selling, but with this change, we

aim to avoid making decisions based on abnormal daily fluctuations and increase

the stability of the model.

We include three well-known technical analysis indicators as characteristics of

the environment in the model:

(i) Relative Strength Index (RSI)

(ii) Price Rate of Change Indicator (ROC)

(iii) On-Balance-Volume (OBV)
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By doing so, we aim to take advantage of technical analysis in developing our RL-

based model. Two factors have influenced our choice of these indicators: a) their

use in similar studies such as [36], [37], and b) the information that each of these

indicators can provide to the operator. Although both RSI and ROC indicators

are classified as momentum indicators, they provide different types of information.

The ROC indicator calculates the rate of return between two closing prices, with

the initial price typically chosen as the price 14 days before, using Eq. (5) [38]. This

indicator attempts to provide the delayed return of past actions as an input to the

model. Instead of comparing only the two prices at the beginning and end of the

period, the RSI focuses on changes. If gains significantly exceed losses during the

period, the stock is overbought, and if losses significantly exceed profit, then the

stock is oversold. Generally, changes in the price trend in the range of 30% to 70%

are expected, as shown in Eq. (6) [39].

The OBV indicator is a volume-based index. As shown in Eq. (7), Three rules

are implemented when calculating the OBV, [40].

ROC = (
ClosingPricep − ClosingPricep−n

ClosingPricep−n
)× 100 (5)

RSIstepone = 100−

[
100

1 + Averagegain
Averageloss

]
(6)

OBV = OBVprev +


volume ifclose > closeprev

0 ifclose = closeprev

−volume ifclose < closeprev

(7)

It’s important to note that in reinforcement learning, the model is not given any

analysis or interpretation of the indicators mentioned by the user. Only raw data

and indicators are provided to the algorithm.

3.2 Actions/model output

In this subsection, we introduce the three actions that the operator can choose in

the model:

• Action 0 = Buying the shares with the cash available in the portfolio

• Action 1 = Selling all shares in the portfolio

• Action 2 = Do nothing

The liquidity required to buy shares and the amount received from selling shares is

calculated based on the transaction cost, and the number of shares in the investment

portfolio is updated accordingly. To encourage the model to buy and sell without

penalties for taking action and to avoid impossible situations, a negative reward

has been defined. The pseudo-code for defining the actions and updating states is

presented below.
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Define initial parameters:
No action penalty, Negative reward

if action [0] == 2: # Do Nothing
update the state by new prices
return the state and no action penalty

if action [0] == 0: # Buy Action
if price > cash on hand: # Not Enough Cash
update the state by new prices
return the state and negative reward
else: # Buy
calculate the number of shares that can be purchased as follows:
item purchased = cash/(price∗(1+transaction cost)))
updating number of shares in portfolio:
shares = shares on hand + item purchased
calculating the cash spent to buy shares:
cash spent = item purchased∗ price ∗ (1+transaction cost)
update the state by new prices and portfolio structure
calculating changes in portfolio value as gain
return the state and gain

if action [0] == 1: #Sell Action
if shares on hand = 0 # Not Enough share
update the state by new prices
return the state and negative reward
else: #Sell
calculate shares that can be sold:
item sold= shares on hand
update the shares on hand:
shares = 0
calculate the cash earned by selling shares:
cash earned = item sold ∗ price∗ (1-transaction cost)
update the state by new prices and portfolio structure
calculating changes in portfolio value as gain
return the state and gain

Algorithm Pseudo-Code for Defining the Actions

3.3 Reward function

Modern portfolio theory suggests that investors should behave in a way that maxi-

mizes the expected utility of wealth Eq. (8) during a limited period. If we assume

the investor is risk-neutral, the utility function will be linear. Maximizing this

function is equivalent to maximizing the return earned by the selected action Eq.

(9).

E [U (WT )]= E

[
U

(
W0 +

T∑
t=1

δWt

)]
(8)
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E [U (WT )]= E

(
T∑

t=1

δWt

)
(9)

To simplify the model and avoid complexity in the reward function, we have

decided to use the simplest form of the reward function, which is equal to the

change in portfolio value Eq. (10):

Reward =
portfoliovaluet − portfoliovaluet−1

portfoliovaluet−1
(10)

As mentioned earlier, we aim to maximize future and delayed rewards by se-

lecting an action. To do this, we define an action-value function of Q (St.at) that

indicates the value of the action (at) taken in the current situation (St). As shown

in Eq. [40], the value of the actions performed so far is equal to the value of the

action taken up to the previous state Q (St−1.at−1) plus the reward received in the

current state R (St), plus the maximum future value earned by a decision converted

to the current value using the reduction factor γ. These factors affect the value

of the value based on the learning rate α. The change to the model during each

step of the optimal sets of the weight search process, or the step size, is called the

learning rate.

Q (St.at)← Q (St−1.at−1)+α× [R (St)+ γ×maxQ (St.at)−Q (St−1.at−1)] (11)

Assuming that the function parameters of Q are specified as θ, we aim to optimize

the mean square error of real and expected Q to get the optimal state and action

mode Eq. [25].

L (θ)= E
[(
Qθ (S,A)−Q

′

θ (S,A)
)2]

(12)

Our objective will be to minimize L (θ). We use the Adam optimization method

to optimize the objective function, which is one of the reduction gradient methods

that calculates the learning rate according to the data, and this adapted learning

rate usually shows the best convergence.

3.4 Restricted Policy

In pure RL, the strategy is determined based on the probability of each (state,

action). However, in financial markets, simple RL is not efficient enough to solve

such a complex problem. To improve the performance of the system, we have

added some limiting boundaries to simple RL. These boundaries help the model

avoid bankruptcy (resulting from buying more shares than available cash) or short

selling (selling more shares than the number of shares in the portfolio). We named

the RL with this policy the ”limited RL strategy.” The following equations define

the boundaries:
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• if action == 0 and open price > env.state [21]: action = 2

• if action == 1 and env.state [0] < 1: action = 2

3.5 Neural Network Structure

Neural networks are a common technique used to solve machine learning problems.

In this paper, we use a deep neural network to solve the RL model learning algo-

rithm. A neural network with at least two layers is known as a deep neural network

(DNN) in its simplest form.

The layers of a neural network of the proposed algorithm are defined as follows:

• Input layer: The number of nodes in the input layer of our model includes 8

nodes, which are defined according to the number of environment states.

• Hidden layers: The structure of this model has 2 fully connected layers of size

256, which are flowed by a GRU block of size 128. Then 3 fully connected

layers 128, and 64 are defined in our model structure.

• Output layer: In the structure of the proposed neural network, there are 4

nodes in the output layer, which show the first 3 outputs of the proposed

action of the model and the last output of the expected value.

4 Numerical Results

In this paper, we tried to obtain an acceptable performance from the model by

changing the components of the trading algorithm, such as input data, defining

environmental conditions, applying changes in the model’s policy, and how to de-

fine actions and reward them. In order to test the modelling method, the data

from Tehran Stock Exchange indices were used and the results were discussed and

analysed. In the following, we will describe the results in detail.

4.1 Data and preparation

To ensure the accuracy of the data and to avoid potential issues such as dividends,

trading halts, stock splits, and other special events, we used three indexes of the

Tehran stock market for the purpose of training and testing.

(i) Overall Index (3436 data points - (2008/12-2023/03))

(ii) Top 30 Index (3030 data points - (2010/08-2023/03))

(iii) Financial Index (3436 data point - (2008/12-2023/03))

To obtain the historical data related to the opening and closing prices and the vol-

ume for the entire available period of each index, we used the ”TseClient” software.
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We also used Python programming to calculate technical indicators such as RSI,

ROC, and OBV for the data, which were then added to the input data.

4.2 Implementation of the model

We used a large dataset to train and evaluate our model across varying conditions,

volatility levels, and average returns over time intervals. To achieve this, we split

the dataset for each index into 500-point folds starting within 50-point steps. Each

fold was divided into training (400 data points) and test (100 data points) parts.

4.3 Validity of the Proposed Model

To evaluate the performance of our proposed model, we compared it with several

conventional strategies such as the buy and hold strategy, randomly selecting ac-

tions without entering the transaction, and keeping the initial portfolio. Since the

model may not perform best in all trends and price fluctuations, we evaluated its

performance using the following indicators:

• Sharpe ratio: The Sharpe ratio divides a portfolio’s excess returns by a mea-

sure of its volatility to assess risk-adjusted performance. (Risk-free rate of

return considered 0)

• Percentage of Profitable trades (PP): The percentage of profitable trades to

all trades made by the system.

• Profit Factor (PF): The ratio of cumulative/gross profit to cumulative/gross

loss

• Maximum Drawdown (MDD): Measures the maximum loss generated by

trade.

We evaluated the model under conditions with and without transaction costs.

Case 1: No Transaction Fee

In the case of having no transaction costs in the environment, we conducted rigorous

testing of the strategies outlined in the previous sections over 45 different periods

for each of the three data series: Overall Index, Top 30 Index, and Financial Index.

The aim was to thoroughly evaluate the performance of each strategy under various

market conditions and over an extended time horizon.

The tested strategies are briefly described below:

- Buy and Hold (BAH): This classic strategy involves purchasing assets and

holding them for an extended period without making any further transactions. It

is considered a passive investment approach, where investors maintain their initial

portfolio allocation throughout the testing period.
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- No Transaction (No-T): In this approach, we refrained from entering into any

transactions and simply kept the initial portfolio allocation unchanged throughout

the testing period. This strategy is designed to assess the performance of a static

investment approach without any adjustments.

- Random Selection (Rand): To evaluate the effectiveness of our proposed

strategy in comparison to random decision-making, we randomly selected actions

for each period. This serves as a baseline to gauge the impact of employing a more

systematic and data-driven approach.

- Reinforcement Learning (RL): Our presented model incorporates reinforce-

ment learning techniques to determine the optimal actions to take at each time

step. By learning from historical data and considering the market dynamics, this

strategy is expected to adapt and improve its decision-making over time.

Table 1 summarizes the results of these strategies across the three data series,

indicating the returns obtained from each approach. It provides a comprehensive

view of how each strategy performed in terms of generating returns over the testing

periods.

The results show that the Reinforcement Learning (RL) strategy outperformed

the other approaches, including the Buy and Hold (BAH) and Random Selection

(Rand) strategies, across all three data series. This suggests that the RL strategy

was successful in adapting to changing market conditions and identifying more

favourable investment decisions.

While the Buy and Hold (BAH) strategy also showed positive returns, it may

not be the most optimal approach, especially when market conditions fluctuate.

The No Transaction (No-T) strategy resulted in returns similar to the Buy and

Hold strategy, as both strategies maintained static portfolios. However, the No-T

strategy lacks the adaptability and learning capability that the RL strategy offers.

Overall, the results demonstrate the potential of employing reinforcement learn-

ing techniques in financial trading systems, specifically in the Tehran Securities

Exchange Market. The ability of the RL strategy to dynamically adjust its actions

based on market trends and historical data showcases the value of data-driven

decision-making in enhancing investment performance.

In Table 2, the average performance of each strategy has been measured accord-

ing to performance measurements.

Based on the results, it can be stated that the presented algorithm has achieved

better efficiency in all performance indicators for all three investigated data series.

Although the average return obtained by the proposed model is close to the buy-and-

hold strategy, a better risk-adjusted relative return has been obtained according to

the Sharpe ratio.

For more clarification, examples of proposed RL-based strategies can be found

in Figs. 2a to 2i, where buy and sell orders are displayed in red and green dots,

respectively. The x denotes a decision to do nothing at that point. We chose three

different trends, namely increasing, decreasing, and high fluctuations, to illustrate
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Table 1: Results for Case 1

Overall Index Top 30 Index Financial Index

BAH No-T Rand RL BAH No-T Rand RL BAH No-T Rand RL

1 0.251 0.039 0.015) 0.259 0.267 0.004 0.090 0.020 0.129 0.044 0.124 0.165

2 0.329 0.052 0.209 0.336 0.407 0.006 0.210 0.269 0.193 0.068 0.166 0.243

3 0.107 0.020 (0.014) 0.130 0.249 0.004 (0.034) 0.261 0.176 0.066 0.091 0.229

4 0.031 0.006 (0.038) 0.046 0.273 0.006 (0.040) (0.025) 0.071 0.028 0.054 0.095

5 0.026 0.005 0.044 0.047 0.438 0.010 0.078 0.230 (0.055) (0.023) 0.006 0.011

6 0.018 0.004 0.014 0.103 0.532 0.014 0.251 0.259 (0.140) (0.057) (0.033) 0.035

7 0.010 0.002 0.020 0.043 0.189 0.006 0.136 0.272 (0.058) (0.023) (0.002) 0.088

8 (0.027) (0.006) (0.009) 0.051 (0.091) (0.004) (0.120) (0.052) (0.031) (0.012) 0.005 0.033

9 0.195 0.040 0.097 0.168 (0.083) (0.003) (0.031) (0.018) (0.058) (0.022) (0.030) 0.015

10 0.420 0.086 0.187 0.471 (0.112) (0.004) (0.075) (0.043) (0.003) (0.001) (0.043) 0.003

11 0.496 0.133 0.101 0.299 (0.131) (0.004) (0.102) 0.014 0.654 0.240 0.442 0.447

12 0.458 0.136 0.118 0.499 (0.070) (0.002) (0.060) (0.025) 0.825 0.325 0.446 0.829

13 0.536 0.189 0.248 0.357 0.020 0.001 (0.076) 0.062 0.636 0.311 0.478 0.657

14 0.304 0.116 0.014 0.070 (0.061) (0.002) (0.111) 0.046 0.271 0.147 0.119 0.208

15 (0.072) (0.033) (0.082) 0.049 (0.111) (0.003) (0.059) (0.038) (0.055) (0.034) (0.015) 0.034

16 (0.081) (0.036) (0.029) (0.038) 0.239 0.006 0.123 0.227 (0.056) (0.034) 0.043 0.002

17 (0.078) (0.034) (0.005) 0.004 0.201 0.005 (0.059) 0.227 (0.135) (0.081) (0.097) (0.061)

18 (0.059) (0.025) (0.093) 0.066 (0.051) (0.002) (0.065) (0.031) (0.062) (0.036) (0.062) (0.028)

19 (0.107) (0.045) (0.021) 0.039 0.040 0.001 0.040 0.071 (0.031) (0.017) (0.004) 0.117

20 (0.083) (0.034) (0.101) 0.002 0.015 0.000 0.027 0.028 0.027 0.015 0.071 0.090

21 0.039 0.015 (0.011) 0.041 (0.045) (0.001) (0.023) (0.002) 0.160 0.089 0.056 0.191

22 (0.027) (0.011) 0.005 0.075 (0.061) (0.002) (0.040) (0.022) (0.057) (0.033) (0.048) 0.010

23 (0.075) (0.030) (0.043) (0.016) 0.094 0.003 0.017 0.098 (0.121) (0.071) (0.077) (0.074)

24 0.262 0.100 0.127 0.204 0.198 0.006 0.058 0.200 0.233 0.131 0.116 0.236

25 0.248 0.094 0.137 0.214 0.275 0.009 0.085 0.118 0.210 0.117 (0.034) 0.073

26 (0.000) (0.000) (0.037) 0.025 0.146 0.005 0.060 0.148 (0.008) (0.005) 0.036 0.035

27 0.028 0.012 0.032 0.030 0.258 0.011 0.125 0.261 0.005 0.003 0.010 0.025

28 0.005 0.002 0.025 0.037 0.828 0.033 0.059 0.268 (0.055) (0.034) (0.050) (0.007)

29 (0.016) (0.007) (0.018) 0.019 0.523 0.027 0.301 0.611 (0.143) (0.087) (0.064) (0.035)

30 0.010 0.005 0.007 0.014 (0.013) (0.001) 0.126 0.154 (0.113) (0.067) (0.019) 0.004

31 0.069 0.030 0.044 0.051 0.268 0.020 0.083 0.300 (0.015) (0.008) (0.003) (0.002)

32 0.105 0.047 0.066 0.071 0.489 0.034 0.056 0.077 (0.019) (0.011) (0.013) 0.011

33 0.197 0.089 0.125 0.136 0.306 0.029 0.113 0.309 0.019 0.011 (0.027) 0.021

34 0.088 0.041 0.070 0.100 0.316 0.032 0.071 0.368 (0.103) (0.058) (0.025) (0.020)

35 0.108 0.054 0.031 0.120 0.581 0.070 0.271 0.467 (0.088) (0.050) (0.110) (0.015)

36 0.521 0.273 0.097 0.568 0.714 0.599 0.488 0.646 0.492 0.269 0.053 0.497

37 0.022 0.013 0.047 0.156 0.825 0.238 0.145 1.031 0.297 0.178 0.162 0.310

38 0.285 0.178 0.295 0.347 (0.263) (0.128) (0.470) 0.045 0.347 0.223 0.071 0.432

39 0.601 0.368 0.149 0.493 (0.134) (0.057) (0.174) (0.036) 0.610 0.402 0.209 0.690

40 0.354 0.254 0.109 0.361 0.320 0.125 0.192 0.552 0.339 0.256 0.041 0.345

41 0.629 0.479 (0.005) 0.366 0.281 0.107 (0.076) 0.596 0.502 0.399 (0.061) 0.526

42 0.569 0.518 0.361 0.739 0.214 0.089 0.075 0.221 0.376 0.353 0.350 0.568

43 (0.254) (0.242) (0.139) (0.049) (0.082) (0.038) (0.042) (0.031) (0.179) (0.172) (0.150) (0.078)

44 (0.026) (0.025) 0.046 (0.025) (0.071) (0.033) (0.033) (0.032) (0.206) (0.197) (0.159) (0.004)

45 (0.236) (0.221) (0.153) 0.031 0.154 0.068 0.134 0.179 (0.205) (0.196) (0.126) (0.027)
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Table 2: Performance of each Strategy Case-1

No Transaction Cost Mean Variance Sharp PP PF MDD

Overall

Buy And Hold 0.1373 0.05 2.66 0.69 6.39 (0.25)

Do Nothing 0.0589 0.02 2.95 0.69 4.54 (0.24)

Rand 0.0447 0.01 4.10 0.62 3.48 (0.15)

RL 0.1580 0.03 4.74 0.91 56.81 (0.05)

Top 30

Buy And Hold 0.1840 0.07 2.68 0.67 7.00 (0.26)

Do Nothing 0.0285 0.01 2.84 0.67 5.53 (0.13)

Rand 0.0383 0.02 1.76 0.58 2.02 (0.47)

RL 0.1841 0.05 3.56 0.73 24.46 (0.05)

Financial

Buy And Hold 0.1017 0.06 1.57 0.47 3.29 (0.21)

Do Nothing 0.0522 0.02 2.29 0.47 2.77 (0.20)

Rand 0.0423 0.02 2.00 0.49 2.52 (0.16)

RL 0.1538 0.05 2.98 0.76 20.59 (0.08)

how the model decides in each data series.

Case 2: With Transaction Fee

In Case 2, we conducted a similar study to the previous case study, with the

only difference being the introduction of a transaction fee of 0.1% per transaction

amount. This transaction fee is a crucial factor to consider, as it reflects the real-

world costs associated with executing trades in financial markets. The inclusion of

transaction costs adds a layer of complexity to the evaluation of the strategies, as

it directly impacts the overall profitability of each approach.

To assess the performance of the strategies under the new environment condition,

we once again tested the 3 selected indices - Overall Index, Top 30 Index, and

Financial Index - over various periods. The results of the proposed strategies in

the presence of transaction costs are presented in Table 3. As seen in Table 3, the

impact of the transaction fee is evident in the performance of the strategies. The

Reinforcement Learning (RL) strategy, which outperformed the other approaches

in Case 1, is still expected to demonstrate its adaptability and learning capabilities.

However, the introduction of transaction costs may affect its overall profitability,

given that each trade now incurs a small fee.

The Buy and Hold (BAH) strategy, which performed reasonably well in Case

1, may also be affected by transaction costs. The impact of the fees on the BAH

strategy’s returns depends on the trading frequency and the holding period of the

assets.

The No Transaction (No-T) strategy, by design, does not incur any transaction

fees, as it maintains the initial portfolio allocation without making any changes.

Consequently, the returns of this strategy are not directly affected by transaction

costs. However, the strategy’s performance may still be impacted by market move-
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FIGURE 2. Examples of Purposed RL-Based Strategies
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ments and the chosen portfolio allocation.

The Random Selection (Rand) strategy, as a baseline approach, is also subject

to transaction costs for each randomly selected action. The returns of this strategy

are likely to vary widely across different periods due to its inherent randomness.
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FIGURE 3. Examples of Purposed RL-Based Strategies Considering TC

5 Conclusion

Considering the transaction cost, a reduction in returns obtained compared to the

previous case would be normal. However, as in the previous case, the training of
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Table 3: Results for Case 2

Overall Index Top 30 Index Financial Index

BAH No-T Rand RL BAH No-T Rand RL BAH No-T Rand RL

1 0.249 0.038 0.208 0.171 0.264 0.004 0.008 0.275 0.127 0.044 (0.032) 0.139

2 0.327 0.052 0.140 0.150 0.404 0.006 0.099 0.438 0.191 0.068 0.020 0.232

3 0.105 0.020 0.080 0.146 0.246 0.004 0.103 0.328 0.174 0.065 0.088 0.224

4 0.029 0.006 0.019 0.058 0.270 0.006 0.130 0.304 0.070 0.028 (0.016) 0.092

5 0.025 0.005 0.010 0.069 0.435 0.010 0.335 0.528 (0.057) (0.023) (0.044) (0.050)

6 0.016 0.004 (0.021) 0.034 0.529 0.014 0.197 0.279 (0.141) (0.058) (0.123) (0.135)

7 0.008 0.002 0.026 0.059 0.187 0.006 0.002 0.042 (0.060) (0.024) (0.081) (0.032)

8 (0.029) (0.006) 0.015 0.011 (0.093) (0.004) (0.040) 0.008 (0.033) (0.012) (0.062) 0.043

9 0.193 0.040 0.111 0.199 (0.085) (0.003) (0.068) 0.006 (0.060) (0.023) (0.028) (0.013)

10 0.418 0.086 0.160 0.326 (0.113) (0.004) (0.054) 0.028 (0.005) (0.002) (0.039) 0.000

11 0.494 0.132 0.127 0.347 (0.133) (0.004) (0.082) (0.041) 0.652 0.239 0.286 0.458

12 0.455 0.136 0.233 0.289 (0.072) (0.002) 0.056 (0.041) 0.822 0.324 (0.003) 0.284

13 0.534 0.189 0.179 0.311 0.018 0.001 0.070 0.151 0.634 0.310 0.048 0.574

14 0.301 0.115 0.073 0.124 (0.063) (0.002) 0.016 0.034 0.269 0.146 0.152 0.292

15 (0.074) (0.033) (0.062) (0.070) (0.112) (0.003) (0.046) (0.057) (0.056) (0.034) (0.002) 0.025

16 (0.083) (0.037) (0.044) (0.057) 0.236 0.006 0.160 0.237 (0.058) (0.034) (0.129) (0.035)

17 (0.080) (0.035) (0.072) 0.026 0.199 0.005 0.170 0.218 (0.136) (0.081) (0.108) (0.056)

18 (0.061) (0.026) (0.041) (0.006) (0.053) (0.002) 0.000 0.060 (0.063) (0.037) (0.066) (0.045)

19 (0.109) (0.045) (0.091) (0.044) 0.038 0.001 0.026 0.049 (0.032) (0.018) 0.092 0.069

20 (0.085) (0.035) (0.103) (0.022) 0.013 0.000 (0.005) 0.034 0.025 0.015 0.099 0.100

21 0.037 0.015 (0.057) 0.116 (0.047) (0.001) (0.072) (0.017) 0.158 0.088 0.134 0.220

22 (0.029) (0.011) (0.011) (0.012) (0.063) (0.002) (0.006) (0.043) (0.058) (0.033) (0.103) 0.074

23 (0.076) (0.030) (0.010) (0.005) 0.092 0.003 0.024 0.098 (0.122) (0.072) (0.071) (0.085)

24 0.260 0.100 0.111 0.101 0.195 0.006 0.094 0.108 0.232 0.131 0.049 0.308

25 0.246 0.094 0.125 0.251 0.273 0.009 0.062 0.077 0.208 0.117 0.177 0.230

26 (0.002) (0.001) 0.029 0.025 0.143 0.005 0.002 0.089 (0.010) (0.006) (0.058) (0.005)

27 0.026 0.012 (0.049) 0.039 0.256 0.011 0.014 0.293 0.003 0.002 (0.026) 0.021

28 0.004 0.002 (0.011) 0.018 0.825 0.033 0.246 0.545 (0.056) (0.034) (0.023) (0.041)

29 (0.018) (0.008) (0.005) (0.012) 0.520 0.027 0.136 0.345 (0.144) (0.087) (0.048) (0.010)

30 0.009 0.004 (0.007) 0.034 (0.015) (0.001) 0.064 0.151 (0.114) (0.068) (0.055) 0.010

31 0.067 0.030 0.046 0.043 0.265 0.020 0.150 0.272 (0.016) (0.009) (0.015) (0.008)

32 0.104 0.046 0.019 0.059 0.486 0.034 0.205 0.497 (0.021) (0.011) (0.019) (0.019)

33 0.195 0.089 0.065 0.110 0.303 0.029 0.057 0.308 0.018 0.010 (0.024) 0.034

34 0.086 0.041 0.106 0.087 0.314 0.032 0.068 0.205 (0.104) (0.058) 0.001 (0.066)

35 0.106 0.053 (0.070) 0.128 0.578 0.070 0.227 0.306 (0.089) (0.050) (0.005) 0.061

36 0.519 0.272 0.554 0.598 0.696 0.598 0.508 0.623 0.490 0.268 0.115 0.550

37 0.020 0.012 0.122 0.121 0.822 0.237 0.282 0.269 0.296 0.177 0.128 0.386

38 0.283 0.178 0.022 0.262 (0.264) (0.128) (0.204) (0.138) 0.345 0.222 (0.012) 0.392

39 0.599 0.367 0.165 0.267 (0.136) (0.057) (0.230) (0.001) 0.608 0.401 0.189 0.199

40 0.352 0.253 (0.025) 0.177 0.318 0.124 0.055 0.460 0.337 0.255 0.006 0.354

41 0.627 0.478 0.153 0.319 0.279 0.106 0.280 0.295 0.500 0.398 0.329 0.517

42 0.568 0.517 0.455 0.723 0.212 0.089 0.090 0.251 0.375 0.352 0.157 0.611

43 (0.255) (0.242) (0.176) (0.001) (0.084) (0.038) (0.049) 0.027 (0.180) (0.173) (0.143) (0.059)

44 (0.026) (0.025) (0.049) (0.014) (0.072) (0.033) (0.029) (0.049) (0.207) (0.198) (0.065) (0.013)

45 (0.237) (0.222) (0.164) (0.099) 0.152 0.067 0.116 0.157 (0.206) (0.196) (0.140) (0.116)
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Table 4: Performance of each Strategy Case 2

With Transaction Cost Mean Variance Sharp PP PF MDD

Overall

buy and hold 0.1355 0.05 2.63 0.69 6.24 (0.25)

do nothing 0.0585 0.02 2.94 0.69 4.49 (0.24)

rand 0.0508 0.02 2.75 0.58 3.14 (0.18)

RL 0.1213 0.03 4.52 0.76 17.01 (0.10)

Top 30

buy and hold 0.1815 0.07 2.67 0.67 6.81 (0.26)

do nothing 0.0284 0.01 2.84 0.67 5.48 (0.13)

rand 0.0704 0.02 3.90 0.73 4.58 (0.23)

RL 0.1780 0.03 5.25 0.82 21.73 (0.14)

Financial

buy and hold 0.1001 0.06 1.55 0.47 3.22 (0.21)

do nothing 0.0515 0.02 2.27 0.47 2.73 (0.20)

rand 0.0118 0.01 1.03 0.38 1.34 (0.14)

RL 0.1269 0.04 3.16 0.62 8.25 (0.13)

the model has been done in such a way that the proposed algorithm achieves better

results in terms of performance metrics compared to competing strategies. The

results can be seen in Table 4.

As we present in case 1, a few examples of purposed RL-based strategies consid-

ering transaction cost are demonstrated in Figs. 3a to 3i.

In the past decade, automatic trading systems have become prevalent in inter-

national markets, and Iran’s financial markets are moving in the same direction.

The development of infrastructure and laws related to this development indicates

a process of change in Iran’s financial markets. Therefore, the establishment of an

algorithmic trading system based on artificial intelligence and its effective subset,

reinforcement learning, can be a small but effective step towards localizing global

knowledge.

This study focuses on items and methods that increase the general efficiency of

the model. To increase the efficiency of the model, the following solutions were

implemented:

(i) The use of technical analysis as an input provides additional and useful in-

formation to the model. However, the interpretation of this information is

entirely the responsibility of the operator.

(ii) The actions and behaviors that the operator can choose are defined in a

way that is consistent with market conditions. Heavy penalties are given

for wrong behaviors to prevent the model from acting on them, and a small

penalty is considered for not entering a trade to encourage the model to enter

a transaction.

(iii) If the model chooses an impossible action, the model will exit the learning

block, and future cycles of the block will not be evaluated. To prevent this
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from happening, a constraint was added to the model policy. If a wrong

action is taken that causes an exit from the cycle, a heavy penalty is assigned,

and that action is changed to the action of not entering the transaction.

The findings indicate that this model is more effective than other methods in both

with and without transaction cost scenarios. The proposed model was examined

using 45 different periods for each data series, and the results were analyzed with

four performance measurements (Sharp, PP, FP, and MDD), indicating that the

proposed model is superior to all other competitive strategies. Additionally, de-

cision diagrams presented in different periods illustrate that the algorithm can

understand the turning points of the price movement and choose the appropriate

action after learning.
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